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Abstract

In recent decades, microprocessor performance has been increasing exponentially, due in

large part to smaller and faster transistors enabled by improved fabrication technology.

While such transistors yield performance enhancements, their smaller size and sheer num-

ber make chips more susceptible to transient faults. Designers frequently introduce redun-

dant hardware or software to detect these faults because process and material advances are

often insufficient to mitigate their effect. Regardless of the methods used for adding re-

liability, these techniques incur significant performance penalties because they uniformly

protect the entire application. They do not consider the varying resilience to transient faults

of different program regions. This uniform protection leads to wasted resources that reduce

performance and/or increase cost.

To maximize fault coverage while minimizing the performance impact, this disserta-

tion takes advantage of the key insights that not all faults in an unprotected application

will cause an incorrect answer and not all parts of the program respond the same way to

reliability techniques. First, this dissertation demonstrates the varying vulnerability and

performance responses of an application and identifies regions which are most suscepti-

ble to faults as well as those which are inexpensive to protect. Second, this dissertation

advocates the use of software and hybrid approaches to fault tolerance to enable the syn-

ergy of high-level information with specific redundancy techniques. Third, this dissertation

demonstrates how to exploit this non-uniformity via Software Modulated Fault Tolerance.

Software Modulated Fault Tolerance leverages reliability and performance information at a

high level and directs the reliability choices at fine granularities to provide the most efficient

use of processor resources for an application.
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Chapter 1

Introduction

In recent decades, microprocessor performance has been increasing exponentially, due in

large part to smaller and faster transistors enabled by improved fabrication technology.

While such transistors yield performance enhancements, their lower threshold voltages and

tighter noise margins make them less reliable [4, 36, 59, 61], rendering processors that use

them more susceptible totransient faults. Transient faults are intermittent upsets caused

by external events, such as energetic particles striking the chip, or internal events, such as

noise couplings. These faults do not cause permanent damage, but may result in incor-

rect program execution by altering signal transfers or stored values. If this type of fault

ultimately affects program execution, it is considered asoft error. Soft errors caused by

transient faults have already caused significant failures in deployed systems. In 2000, Sun

Microsystems acknowledged that cosmic rays interfered with cache memories and crashed

server systems at major customer sites, including America Online, eBay, and dozens of

others [5]. More recently, Hewlett Packard stated that a 2048-CPU server system in Los

Alamos National Laboratory was frequently crashing because of cosmic ray strikes causing

transient faults [29].

While transient faults are a concern for current processor designs, they will become

a greater problem for future generations of processors. The reduction in transistor size
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is enabling the production of denser processor chips, and this higher density increases the

probability that a transient fault striking the chip will affect a transistor. The lower threshold

voltages of future processors are also reducing reliability as they increase the probability

that an induced charge from an external event will change the transistor value. Due to

the exponential increase in vulnerability, processor manufacturers are beginning to include

reliability as a first order concern on par with performance, power, and cost.

1.1 Limitations of Existing Error Protection Techniques

To protect against transient faults, designers typically introduce redundant hardware. Stor-

age structures such as caches and memory typically include extra information in the form

of parity or error-correcting codes (ECC), which allow these hardware structures to de-

tect and/or recover from such faults. However, applying such fine-grained protection to all

hardware structures is prohibitively expensive. Bit-level techniques like ECC or parity are

the traditional method of protecting value changes due to faults, but do not scale to protect

all bits in the processor. They work well for infrequently changing storage structures, such

as caches and memories, but cannot efficiently protect smaller collections of bits or those

that are more frequently accessed. For example, protecting the register file with ECC is

extremely costly in terms of both performance [68] and power [45]. Also, these bit-level

techniques are problematic when the data are used in combination logic, such as being

computed via an Arithmetic Logic Unit (ALU), as they cannot be used without paying a

significant penalty in area, power, and/or performance.

Processor manufactures have begun to add protection via redundancy at higher levels

because the fine-grained, bit-level protection techniques are unable to scale. These tech-

niques, which are classified asmacro-reliabilityprotection, duplicate coarse-grained struc-

tures such as processor cores [22, 63, 79] or hardware contexts [57, 56, 18, 32, 50, 71] in

order to provide transient fault tolerance in a manner that is more cost-effective and scalable
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than bit-level techniques. Macro-reliability techniques duplicate these larger structures and

validate the data only when they propagate out of the structure. Delaying the comparison

of data until they leave the redundant structure makes the fault validation more efficient.

Compared with bit-level techniques which need to validate the data at each computation,

macro-reliability techniques conduct comparisons less frequently and on reduced data sets.

These techniques tend to be simpler to manufacture and have better performance because

the duplication and validation are done off the critical path. Macro-reliability techniques

are currently implemented in reliability-focused systems like the Compaq NonStop Hi-

malaya [22], IBM z900 [63], and the Boeing 777 [79].

There are currently no existing techniques, either at the bit-level or macro-redundancy,

that are able to provide scalable and efficient protection. Bit-level techniques are able to

provide precise protection to those processor aspects which are most vulnerable, but are

not able to scale to protect larger regions of the chip. Macro-reliability techniques are

able to scale to provide protection for the entire processor, but they provide the same uni-

form protection regardless of the actual vulnerability and reliability requirements. Existing

macro-redundancy techniques do not consider the native reliability of the system nor do

they consider the tradeoff between performance and reliability, which may vary signifi-

cantly for different regions. Regardless of the performance degradation or the reliability

benefit, these implementations uniformly apply the same reliability technique to the entire

system. This excessive overprotection is inefficient as it degrades performance, consumes

power, and increases manufacturing costs.

1.2 Research Objectives and Contributions

To overcome the limitations of uniform protection in a scalable way, this dissertation intro-

duces software modulation of the reliability level as a means to efficiently protect against

transient faults. This dissertation also introduces reliability techniques that offer a spectrum
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of tradeoffs and, in addition to providing increased reliability, are easily configurable and

offer efficient protection via software modulation.

This dissertation first presents four macro-redundancy techniques that provide a range

of tradeoffs with respect to protection, performance, and hardware. While these techniques

by themselves are alternatives to hardware-only reliability techniques, this dissertation will

later explicate how they enable efficient configurable protection.

This dissertation presents a new software-only fault protection implementation, SWIFT

(Software Implemented Fault Tolerance), which increases reliability by altering the appli-

cation compilation process to insert redundant sequences of computation. It also includes

validation code before all critical instruction to detect transient faults before they are prop-

agated to externally visible data. SWIFT only implements fault detection; upon failed data

validation, the application will exit and notify the user that it has found an error. Some

users may prefer to have the application recover and continue to make forward progress

in the presence of faults. For these situations, an extension of the SWIFT implementation,

SWIFTR (Software Implemented Fault Tolerance with Recovery), can be used. SWIFTR

includes the original and two additional and independent sequences of computations so that

upon error detection, it can perform forward error recovery.

Although software-only techniques are advantageous because they have fewer require-

ments and lower costs, they may not provide adequate protection in all situations. For

systems where software-only reliability is insufficient but hardware-only reliability is too

costly, there is currently no solution for designers. A hybrid technique that combines both

software and hardware aspects may be best able to satisfy the performance, reliability,

and hardware constraints. This dissertation proposes two hybrid protection techniques, a

detection-only technique, CRAFT (Compiler Assisted Fault Tolerance), and a detection-

and-recovery technique, CRAFTR (Compiler Assisted Fault Tolerance with Recovery).

These implementations augment the software-only SWIFT and SWIFTR techniques with

structures inspired by the hardware-only Redundant Multithreading technique [32, 50]. The
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CRAFT/CRAFTR techniques provide improved performance and reliability compared to

software-only techniques, but require a processor designed with minimal specific hardware

structures. The CRAFT and CRAFTR implementations are the first full processor hybrid

techniques and provide an alternative to the two available design space extremes: they of-

fer better reliability and performance than software-only techniques with lower design and

manufacturing costs than hardware-only techniques. The SWIFT, SWIFTR, CRAFT, and

CRAFTR macro-redundancy techniques are scalable like other macro-redundancy tech-

niques but suffer from the same inefficiencies of uniform protection. However, these tech-

niques are advantageous because they can be precisely configured to provide more efficient

protection.

This dissertation proposes Software Modulated Fault Tolerance (SMFT) to maximize

fault coverage while minimizing the performance impact of reliability techniques. This

dissertation uses SMFT to take advantage of two key insights. First, not all faults in an

unprotected application will cause an incorrect answer. For example, a fault to a register

value outside of its live range will not change the program execution because that value

will be overwritten before it is used. Due to this and other masking factors, unprotected

applications have a natural degree of fault resistance. The natural resilience varies not only

from application to application, but also within an application among regions and registers.

SMFT extracts this information and uses it to reduce the added protection for regions that

are already naturally resilient. Second, not all parts of the program will respond in the same

way to reliability techniques. Regions may vary in protection costs and degree of benefit

derived from added redundancy. SMFT identifies those regions which are most susceptible

to faults as well as those which are inexpensive to protect. SMFT uses information about the

effusiveness of the reliability technique along with the vulnerability information for each

region to selectively apply the redundancy transformation. Thus, SMFT allows designers

to trade off at a fine granularity performance for reliability and vice versa to protect the

application in the most efficient manner.
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1.3 Dissertation Organization

Chapter 2 provides background information on the current state of transient faults in pro-

cessors. Chapters 3 and 4 explain the proposed software-only and hybrid fault protection

techniques, respectively. These techniques provide protection as macro-redundancy tech-

niques and serve as the baseline for configurable protection. Chapter 5 provides details

on the methodology used to evaluate the techniques and configurations presented in this

dissertation. The implementations are evaluated in term of reliability, performance, and

hardware. Chapter 6 evaluates the software and hybrid techniques using this methodology.

Chapter 7 shows the inefficiencies of existing full protection techniques and explores the

benefits of configured protection. A quantitative evaluation of the configurations via an

exploration of three specific constraints is given in Chapter 8. Finally, Chapter 9 discusses

future avenues of research and summarizes the conclusions of this dissertation.

6



Chapter 2

Transient Fault Primer

This chapter provides an introduction to the nature of transient faults. Section 2.1 defines

the reliability problem and explains how transient faults cause soft errors. Section 2.2

discusses the scope of the problem in current and future generations of processors. Current

methods for mitigating transient faults and the limitations of these approaches are evaluated

in Section 2.3.

2.1 Transient Fault Definition

A transient fault is an intermittent upset caused by external events, such as an energetic

particle interfering with the processor. Internal events, such as noise coupling, can also

have an effect although faults due to these events are less common. Both events can cause

additional charge to be deposited and alter the value of a transistor. Despite this interfer-

ence, the transistor will not sustain permanent damage and will respond normally upon the

next active use. If a fault of this type ultimately affects program execution, it is considered

asoft error.

The energetic particles that cause transient faults can be high energy neutron from cos-

mic radiation or alpha particles from contaminated packaging. Transient faults due to alpha

particles were the predominant source of soft errors when they were first noticed in the late
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1970’s. Intel [66] and IBM [80] noticed that radioactive contaminants in the packaging of

chips caused changes in the stored state of the processor. Manufacturing processes have

since been updated to prevent such issues, yet cosmic radiation still plays a role in causing

transient faults.

The effects of cosmic radiation on current processors are significant but can be hard to

define because they are subject to changes in altitude, geography, and periodic solar phases.

Depending on solar cycles, the amount of terrestrial neutrons (particles that penetrate the

Earth’s atmosphere and magnetic field) can vary by± 20%. The neutron rate fluctuates on

an 11-year solar cycle, with 2007 being the minimum for this current cycle [81]. Geography

can also play a significant role in the rate of transient faults. A majority of solar radiation

is deflected from the surface of the planet by Earth’s magnetic field, but the intensity of

the field is not uniform across all latitudes and longitudes. Depending on the geographic

location, there can be a 2x difference in the amount of state-affecting radiation [81]. The

altitude of the processor also has a significant effect on the transient fault rate. Using

New York City at sea level as a baseline, the radiation increases 4x when moving up to

Denver, Colorado and increases to 13x at Leadville, Colorado (the highest city in the United

States). At an altitude of airplane travel the transient fault rate increases even further to

300x. Decreasing altitude below sea level has the inverse effect. For example, moving

20 meters underground reduces the cosmic radiation to 3% of sea level [1]. Although

underground computing facilities can be used to shield cosmic radiation and limit transient

faults, this strategy is too expensive and impractical for wide-spread use. These variations

in cosmic radiation can noticeably change the processor vulnerability and lead to incorrect

reliability estimates.
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2.2 Scope of Transient Fault Problem

Transient faults leading to soft errors have already caused significant failures in deployed

systems. In 2000, Sun Microsystems acknowledged that cosmic rays interfered with cache

memories and crashed server systems at major customer sites, including America Online,

eBay, and dozens of others [5]. More recently, in 2005, Hewlett Packard stated that a 2048-

CPU server system in Los Alamos National Laboratory was frequently crashing because of

cosmic ray strikes causing transient faults [29]. Cypress Semiconductor has publicly stated

the

“wake-up call came in the end of 2001 with a major customer reporting havoc

at a large telephone company. Technically, it was found that a single soft

fail (a spontaneous bit-flip without a hardware defect) was causing an entire

interleaved system farm (hundreds of computers) to crash. Another incident

occurred at an automotive supplier, where their billion-dollar factory ground

to a halt every month due to what was traced to a single bit-flip in their net-

work.” [81]

In addition to causing machine crashes, recent research has shown that soft failures

can lead to the derivation of secret keys in RSA public-key cryptography [3, 9] and induce

security vulnerabilities in the Java Virtual Machine [20].

Future generations of processors will be even more susceptible to transient faults. Com-

peting factors for the reliability of individual bits in a processors suggest the failure rate per

bit will remain constant for the next few generations [21, 23]. The reduction in feature size

for each transistor decreases the probability that cosmic radiation will strike the transistor,

but the transistor also has a reduced critical voltage (the charge necessary to change its

values), increasing the likelihood that a particle strike will affect the stored state. While the

failure rate per bit is staying roughly constant, the failure rate per processor is increasing

proportional to the number of transistors on a chip. The number of transistors on a proces-
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sor is increasing at an exponential rate, and this is the driving component of the increased

concern for transient faults.

Although the actual failure rates of commodity processors are strictly held trade secrets,

it is possible to speculate on these rates by combining public data from a variety of manu-

facturing companies. In 2003, Fujitsu released its fifth generation SPARC64 with 80% of

its 200,000 latches covered by some form of error protection [2]. Also, VLSI publications

have shown average failure rates per bit to be 0.01 - 0.001FIT
bit

[21, 23, 35, 67]. FIT (Fail-

ures in Time) is a commonly used metric for failure rates. It defines the number of failures

for a given bit, structure, or processor, in one billion (109) hours. Chapter 5 describes FIT

in detail along with other corresponding failure metrics. By using this SPARC64 processor

as a baseline along with a conservative failure rate of 0.01FIT
bit

and the historic knowledge

that each successive processor generation doubles the number of latches roughly every 18

months, it is possible to estimate the failure rate of future generations of processors. These

estimates only represent the latches and state elements of the processor. Although combi-

national circuits are not as susceptible to transient faults now, researchers predicts within

the next decade the error rate of combinational logic will be comparable to that of state

elements [61]. Assuming a 0.01FIT
bit

rate, the failure rate of the SPARC64 processor was

2000 FIT in 2003. Although not a current industry estimate, a typically assumed failure

rate target is 114 FIT (which corresponds to approximately 1000 years between failures)

[11]. The SPARC64 processor protected 80% of its latches and thus left 20% vulnerable.

Its 80% protection reduces the failure rate from 2000 to 400 FIT. If the less conservative

0.001 FIT
bit

estimate is used, the SPARC64 error rate is revised to 40 FIT, which is within

the 114 FIT target.

Just as a transient fault may strike a processor but not cause a bit flip, a bit flip may not

cause a noticeable program deviation. The ratio of bits that are required for program cor-

rectness compared to all of the bits in the system is known as the Architectural Vulnerability

Factor (AVF) [76]. A reduction in AVF results in a decrease in the overall vulnerability of
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the system. The AVF of the processor is a combination of the AVF of the comprising struc-

tures, which range from 0-100% [6, 24, 76]. Chapter 5 covers AVF in greater detail, as

AVF is one of the metrics used to compare the reliability techniques in this dissertation.

The AVF should be used in combination with the number of transistors and failure rate

per bit when estimating the overall processor failure rate. The SPARC64 processor in 2003

was within the 114 FIT target if aFIT
bit

of 0.001 is assumed. Using the more conservative

0.01 FIT
bit

, the processor needs an overall AVF of 28.5% or less to achieve the failure target.

To achieve the reliability target with a processor in 2008 (with an estimate FIT of 20,000)

the processor would need a combined AVF of 2.7% or less assuming 80% of its latches

are protected by bit-level techniques like the SPARC64. Figure 2.1 shows failure rates for

different AVF and bit-level protection percentages assuming aFIT
bit

of 0.001. The SDC FIT

rate is plotted logarithmically for different years, starting in 2003. The horizontal solid

line corresponds to the target FIT of 114. The upper dashed line represents the failure rate

assuming no latches are protected by bit-level techniques and the AVF of the processor is

100%. With these assumptions, processors after 2003 are unable to meet the 114 FIT target.

The lowest line corresponds to processors with 80% of the latches protected by bit-level

techniques and an AVF of 30%. Even with this estimate, 2008 is the last year that this pro-

tection will be sufficient to meet the target FIT. Overall system vulnerability is increasing

at an exponential rate, but it is becoming more difficult to increase the percentage of latches

protected with traditional bit-level techniques. To maintain acceptable levels of reliability,

manufacturers are moving to reliability methods that reduce the overall processor AVF.

2.3 Range of Methods for Fault Mediation

Reliability is becoming a first order design concern along with performance and power.

When incorporating reliability in design decisions, computer architects have to manage the

corresponding costs, whether in terms of design time, physical area, performance reduction,
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Figure 2.1: Estimated Failure Rates for Various AVF and Bit-Level Protection Percentages
Assuming 0.001 FIT/bit

power increase, or end user costs. Generally, the goal is to reduce the failure rate to below

an acceptable threshold, or in some cases to minimize the failure rate as much as possible

while maintaining the reliability budget. Although the threshold or achieved failure rate

may be very low, it is far too expensive (and often times impossible) to achieve a zero

failure rate.

Traditional failure mitigation techniques have focused on low-level implementations.

These techniques, including bit parity and ECC, are commonly used to protect state ele-

ments from single faults. These techniques increase reliability by adding redundancy in the

form of extra bits which contain information that can detect and often correct a single bit

change. These types of low level techniques are problematic when data are used in com-

bination logic, such as being computed via an ALU. Bit-level protection techniques cannot

be used for combinational logic without paying a significant penalty in area, power, and/or

performance. Such techniques work well for infrequently changing storage structures such

as caches and memories but do not work well for smaller collections of bits or those that

are more frequently accessed. For example, protecting the register file with ECC has been

shown to be extremely costly in terms of both performance [68] and power [45]. The most

recent 1.72 billion transistor, dual-core Itanium processor is able to use parity detection

on its floating-point and integer register file with minimal windows of vulnerability for

approximately 10% additional area overhead [15, 27].

Bit-level techniques are unable to provide protection for the entire processor. Hence,
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computer architects have begun to implement reliability measures at higher levels. These

macro-reliability techniques duplicate larger structures such as processor cores [22, 63, 79]

or hardware contexts [18, 32, 50, 56, 57, 71] in order to provide transient fault tolerance in a

manner that is more cost-effective and scalable. Such techniques duplicate larger structures

and only validate the data when they propagate out of the structure. Delaying the compari-

son of data until they leave the redundant structure makes the fault validation more efficient

as the comparisons occur less frequently and on a reduced data set. These macro techniques

tend to be simpler to manufacture and have better performance because the duplication

and validation is done off the critical path. The Compaq NonStop Himalaya [22], IBM

z900 [63], and Boeing 777 [79] are all examples of high-reliability enterprise systems that

employ macro-reliability techniques. While the techniques currently deployed may be ef-

fective, more efficient implementations that use smaller hardware changes and take advan-

tage of time redundancy have been proposed. Proposals have been published for hardware-

only [18, 32, 50, 71] and software-only [13, 39] macro-reliability techniques. The software-

only SWIFT/SWIFTR techniques and the hybrid software-hardware CRAFT/CRAFTR

techniques proposed in this dissertation are also macro-redundancy techniques with the

added benefit that they can be precisely configured for efficient protection.

2.4 Limitations of Traditional Methods

Bit-level techniques are advantageous because they are able to provide precise protection

to the processor aspects that are most vulnerable to faults, but they cannot scale to protect

larger regions of the processor. Macro-reliability techniques are scalable but inefficient,

as they provide uniform protection to the entire processor regardless of the actual vulner-

ability and reliability requirements. In addition, existing macro-redundancy techniques do

not consider the tradeoff between performance and reliability. Both the performance cost

and reliability increase attributed to a redundancy implementation can vary significantly
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for different regions. While the transformation may be appropriate for some regions, it un-

necessarily increases the reliability for others. This overprotection degrades performance,

consumes power, and increases manufacturing costs beyond what is required. To over-

come the limitations explained above, this dissertation introduces software modulation of

the reliability level as a means to efficiently protect against transient faults.
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Chapter 3

Software-Only Fault Tolerance

This chapter describes two proposed software-only fault-tolerance techniques that provide

overall processor core protection with minimal execution time overhead. These techniques

do not require any hardware for execution and enable application protection by building

redundancy directly into the compiled code. This chapter explains the benefits of these

software-only techniques compared with other software and hardware techniques in Sec-

tion 3.1. It also details the overall reliability strategy of the two techniques, first focusing

on detection in Section 3.2 and then recovery in Section 3.3. It also covers the inherent

vulnerabilities of software-only techniques in Section 3.4.

3.1 Comparison to Alternative Techniques

Software-only approaches to fault detection and recovery can significantly improve relia-

bility and are advantageous because they do so without requiring any hardware modifica-

tions. Thus, software redundancy techniques are significantly cheaper, quicker, and easier

to deploy. The process of transforming from a vulnerable system to a reliable system only

requires recompilation of the running application. Hardware-only approaches, which com-

prise a majority of fault protection techniques, require the purchase and deployment of new

machines.
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Software-only techniques are also beneficial because they allow decisions of when and

how to increase reliability to be made by the application developer, distributer, or end user.

This is in contrast to hardware-only systems which require that reliability options be de-

termined by the hardware designer or manufacturer. The lack of hardware requirements

also allows software-only techniques to be applied to systems that are already deployed.

Deployment of redundancy techniques to machines already in the field may become im-

portant due to poor estimates of the soft-error rate by designers or uncertainty regarding

the usage conditions of the machine. Changes to the hardware operating environment can

have noticeable effects on reliability, necessitating deployment of updated software redun-

dancy techniques. Altitude, geography, and time can affect the error rate. For example, the

soft-error rate from atmospheric neutrons is 4-5x higher in Denver than in New York City

because of Denver’s higher altitude [81].

The software-only techniques presented in this dissertation are the first to use a low

level compilation transformation that significantly increases the protection of the processor

core. Although processor caches are usually the most vulnerable aspect of the chip, those

regions are almost always protected with some form of ECC. Previous techniques have

implemented software-only protection using high-level code transformations in a pre-pass

compiler [48] or by analyzing options for function or argument duplications [37]. Re-

searchers have also proposed adding redundancy at the process [62], virtual machine [13],

and hierarchy [77] of levels. For instance, Marathon recently began offering an enterprise

system, everRun, that uses virtual machines to achieve reliability [14]. At the instruction

level, researchers have also proposed modifying application data to hold augmented val-

ues that are resilient to single errors [39, 51]. Most closely related to this dissertation,

researchers have proposed instruction duplicated techniques similar to SWIFT, but with a

different model for memory correctness [40]. They do not synchronize at memory instruc-

tions, but instead duplicate the memory requirements.
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1 add r1 = r2, r3
2 mul r1 = r1, 8
3 and r1 = r1, 0x11
4 st [r4] = r1

Figure 3.1: Bit Masking Code Example

3.2 Instruction Duplication and Validation

For the software-only techniques proposed in this dissertation, the redundant computation

is inserted via a back end compilation phase. The SWIFT-enabled compiler replicates the

original program’s instructions and schedules the duplicates along with the original instruc-

tions in the same execution thread. This creates two independent versions of the compu-

tation in the application, therefore no single fault can affect both versions. The phase of

the compiler that adds the reliable code is executed after most optimizations have been per-

formed but before register allocation and scheduling. While possible to transform the code

via binary translation [52], adding the reliability during compilation is much more efficient.

The original and duplicate versions of instructions are inserted using virtual registers and

are register allocated so they do not interfere with each another. Before certain synchro-

nization points in the application, validation code sequences are inserted by the compiler

to ensure that the data values being dynamically produced by the original and redundant

instructions agree with each other. If these independent values do not agree, then a fault

has occurred. As program correctness is defined by the output of a program, if memory-

mapped I/O is assumed, then a program has executed correctly if all stores in the program

have executed correctly. Consequently, store instructions must be used as synchronization

points for comparison.

Delaying comparison until store instructions, rather than after each computation, signif-

icantly reduces the number of validation points and has two benefits. The delay improves

performance by introducing less synchronization and checking instructions. It also reduces

the chance that a fault that ultimately will not change the output of a program will cause the

reliable version to halt (known as false detection). Figure 3.1 shows a code example that
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1 add r1 = r2, r3
2

3 mul r1 = r1, 8
4

5

6

7 st [r1] = r2

(a) Original Code

1 add r1 = r2, r3
2 add r1’= r2’,r3’
3 mul r1 = r1, 8
4 mul r1’= r1’,8
5 br faultDet, r1 != r1’
6 br faultDet, r2 != r2’
7 st [r1] = r2

(b) SWIFT Transformation

Figure 3.2: Software-Only Transformation for Duplication and Validation

contains bit masking which can lead to false detection for certain reliability techniques. A

fault to registerr1 will only cause invalid data to be written to memory if the fault changes

the least two significant bits. The other bits of the register are masked away by theand

instruction (3). While a reliability transformation could validate after each instruction, this

validation would significantly increase the runtime of the application and unnecessarily de-

tect faults that would cause no program deviation, such as faults to the insignificant bits of

registerr1 .

The techniques described in this dissertation can tolerate transient faults that occur in

the processor core, including the processor’s pipeline, functional units, register state, etc.

A Sphere of Replication (SoR) [50] is used to delineate the region in which the technique

tolerates faults. The SoR in this system is the boundary between the processor and mem-

ory, including the cache. The memory subsystem and caches are not protected by these

techniques, as they can be effectively protected by ECC. Data passing inward through that

boundary via a load are considered correct and need not be validated by the processor. The

data are replicated upon loading and copied to the multiple instances of redundant execu-

tion. Data passing outward through the boundary via a store will be considered correct by

memory and must be validated by the processor before leaving.

Figure 3.2 shows a sample code sequence before (a) and after (b) the SWIFT fault-

detection transformation. The non-synchronizing instructions are duplicated in the reliable

version but encoded to use the duplicated versions of the registers. The add instruction in

the original code (1) is duplicated and inserted as instruction2. The duplicate instruction
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uses redundant versions of the values in registersr2 andr3 , denoted byr2’ andr3’ ,

respectively. The result is stored inr1 ’s redundant version,r1’ . The same process is used

for the multiply instruction. The original instruction (3) is duplicated and inserted using

redundant registers as instruction4.

The values ofr1 and r2 are used as source operands in the store instruction (7) in

the original code. To avoid storing incorrect values in memory as well as storing values

to incorrect addresses, bothr1 (the address) andr2 (the data) must be validated to match

their redundant copies. If a difference is detected between the original and redundant ver-

sions, then a fault has occurred and the appropriate handling code is executed, whether that

be exiting or restarting the program or simply notifying another process. In this section, I

focus on detection options. Recovery options will be discussed in Section 3.3. Instructions

5 and6 comprise the validation of the address and data, respectively. If the original ver-

sions ofr1 andr2 match their redundant copies, then the fault-detecting branches (5 and

6) are not taken and the store may proceed as normal. The checking instructions (5 and

6) must be executed before the actual store instruction (7) as they ensure its correctness.

The three instructions are executed like regular dependent instructions and are not executed

atomically. This introduces a window of vulnerability in the reliability technique as a fault

can occur to either of the source operands between the validation and the use. These and

other windows of vulnerability will be discussed in Section 3.4 and eliminated through the

hybrid proposal in Chapter 4.

Just as store instructions, which move data out through the SoR, are treated as synchro-

nizing instructions, load instructions, which bring data in through the SoR, are also treated

as synchronizing instructions. Data delivered to the processor core from memory are as-

sumed to be correct as there is only one copy. The loaded data need to be replicated as they

enter the system. Figure 3.3 shows how to handle loaded data entering the SoR.

The original, unprotected code is shown in Figure 3.3(a). The first reliable version

shows a transformation that uses two load instructions. In this case, the loads are treated
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1

2 ld r3 = [r4]
3

4 add r1 = r2, r3
5

(a) Original Code

1

2 ld r3 = [r4 ]
3 ld r3’ = [r4’]
4 add r1 = r2 ,r3
5 add r1’= r2’,r3’

(b) Reliability Transforma-
tion with 2 Loads

1 br faultDet, r4 != r4’
2 ld r3 = [r4]
3 mov r3’= r3
4 add r1 = r2, r3
5 add r1’= r2’,r3’

(c) Reliability Transformation
with 1 Load

Figure 3.3: Reliability Transformation for Load Instructions

as non-synchronizing and are duplicated like anadd or mul instruction. The redundant

load will use the redundantr4’ address and write to the redundant registerr3’ . The two

load instructions are independent from the compiler’s view although they will dynamically

access the same memory location in the absence of faults. In the presence of a fault, the

load instruction will retrieve an incorrect value. When the retrieved data are used in a

computation that feeds a store instruction, the computed data will from each version not

match and the fault will be detected.

This duplication of load instructions will not always provide correct behavior in the

absence of faults. When executing an application that uses shared memory, the dual load

solution can cause a consistent, false error detection state. The two load instructions do

not execute atomically. During the time window between the first and the second loads,

another process using the same shared memory may change the value in memory. Upon

correct execution of the second load, the application will retrieve a different value. This

will eventually be detected as a fault when the data propagate to a store instruction. It is

possible that the application could always enter this inconsistent state when executing the

two loads and thus never complete, which is obviously an unacceptable solution.

Even in a single-threaded system, there are certain loads that will result in the same

inconsistent state as the shared memory example because they cannot be executed twice.

Uncachable loads, such as loads from memory-mapped I/O devices, will provide different

results to two successive loads from the same address. This is analogous to the shared

memory situation that will cause fault detection although there are no faults. It is imper-
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ative that both the original and redundant versions receive the same data. The problems

due to the lack of atomic loads can be eliminated with additional hardware that will be

described in the hybrid fault tolerance techniques in Chapter 4. To handle these cases in

a software-only implementation, all load instructions are treated as synchronizing instruc-

tions. Only one version executes, and is validated before execution. The loaded value is

then copied within the processor core to the redundant versions. Figure 3.3(c) shows the

correct software-only transformation for load instructions. This version is implemented

in the SWIFT transformation. Instruction1 is inserted to validate the input to the load

instruction (r4 ). This validation instruction is analogous to the instructions5 and 6 of

Figure 3.2(b) which validate the store instruction.

The value loaded from memory in registerr3 must be provided to the redundant version

in registerr3’ . In Figure 3.3(b), this is accomplished by the redundant load instruction.

In the single load version, the data are simply copied from the original version to the re-

dundant version. In this example, that is accomplished by themov operation of instruction

3. Similar to the synchronizing store instructions and corresponding validation, windows

of vulnerability exist around load instructions. These will also be addressed in Section 3.4.

Correct execution of an application is defined as producing the correct output. As-

suming that output is produced via memory-mapped I/O, obtaining correct output requires

executing the correct store instructions. This necessitates that the correct data are delivered

to the store instructions and the correct sequences of store instructions are executed. Be-

cause the original and redundant versions of the application’s computations are scheduled

together, there is only one path of execution for both versions. If the wrong execution path

is taken, the wrong versions of both the original and redundant code will be executed. This

will result in matching but incorrect data computations. Upon propagation of these data to

memory, the two versions will be compared and the control-flow affecting fault will not be

detected. For this reason, control-flow protection, in addition to store and load protection,

is also necessary.
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1 add r1 = r2, r3
2

3

4

5 br CB_2 r1 == r4

(a) Original Code

1 add r1 = r2, r3
2 add r1’= r2’,r3’
3 br faultDet, r1 != r1’
4 br faultDet, r4 != r4’
5 br CB_2 r1 == r4

(b) SWIFT Control-Flow Transfor-
mation

Figure 3.4: Control-Flow Protection

1 br faultDet, r4 != r4’
2 ld r3 = [r4]
3 mov r3’= r3
4 add r1 = r2, r3
5 add r1’= r2’,r3’
6 mul r1 = r1, 8
7 mul r1’= r1’,8
8 div r2 = r2, 7
9 div r2’= r2’,7

10 br faultDet, r1 != r1’
11 br faultDet, r2 != r2’
12 st [r1] = r2

(a) Alternating Original and
Duplicate Versions

1 br faultDet, r4 != r4’
2 ld r3 = [r4]
3 add r1 = r2, r3
4 mul r1 = r1, 8
5 div r2 = r2, 7
6 mov r3’= r3
7 add r1’= r2’,r3’
8 mul r1’= r1’,8
9 div r2’= r2’,7

10 br faultDet, r1 != r1’
11 br faultDet, r2 != r2’
12 st [r1] = r2

(b) Schedule Optimized for
Performance

Figure 3.5: Other Options in Redundant Execution Scheduling

As with store instructions, branch instructions are treated as synchronizing and must

have their the input registers validated. Figure 3.4 shows the software-only transformation

for a branch instruction. Branch instruction5 has two source registers,r1 and r4 , and

both of these source operands must be validated. In the reliable version in Figure 3.4(b),

validation instructions3 and 4 are added before instruction5 to verify the two source

operands. This transformation detects control-flow faults that cause the application to de-

viate to the wrong branch direction. There are orthogonal software-only methods to this

control-flow protection which can detect if the program randomly jumps to the wrong in-

struction, which can happen if the Program Counter is struck by a fault or if an invalid

immediate field is used for a branch target. Various solutions have been presented in the

literature [10, 38, 41, 53, 58, 70] and are largely independent of the reliability added here.

In the example code sequences presented here, an instruction is immediately followed

by its duplicate. Because the original and redundant versions are largely independent of
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each other, an optimizing compiler (or dynamic hardware scheduler) is free to schedule

the original and redundant instructions to use available Instruction Level Parallelism, thus

minimizing the performance penalty of the reliability transformation. The main depen-

dence restriction is the completion of the two versions of computation before fault valida-

tion. Other than the synchronizing instruction, the two code sequences have flexibility in

execution ordering.

Figure 3.5 shows two sample instruction orderings for the reliable software-only trans-

formation. Figure 3.5(a) shows the original and duplicate versions being executed in al-

ternating sequence. Figure 3.5(b) shows an alternate execution sequence where, within the

boundaries of the synchronizing instruction, the original version is executed fully before the

redundant version. While this may be optimal from a performance standpoint, it creates a

larger window of vulnerability between instructions2 and6.

3.3 Software-Only Recovery Implementations

The software-only reliability transformations presented thus far have shown how to detect

transient faults throughout the processor core. However, detecting faults is only part of

the path to full fault tolerance. In order to truly be reliable, a system must also be able to

recover from faults. Although detection prevents faults from corrupting visible data and

enforces data integrity, it does not allow the application to correctly run to completion in

the presence of a fault.

The SWIFT transformation can be seen as a double-modular redundancy implementa-

tion. In software, there are two copies of the data and instructions, one for the original

and one for the redundant versions. This redundancy provides detection, but not recovery.

In order to achieve recovery, it is natural to move to a triple-modular redundancy (TMR)

implementation. This dissertation presents a software-only recovery transformation which

does precisely that, SWIFTR (Software Implemented Fault Tolerance with Recovery). In-
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1

2 ld r3 = [r4]
3

4

5 add r1 = r2, r3
6

7

8 mul r1 = r1, 8
9

10

11

12

13 st [r1] = r2

(a) Original Code

1 majority(r4,r4’,r4’’)
2 ld r3 = [r4]
3 mov r3’ = r3
4 mov r3’’= r3
5 add r1 = r2 , r3
6 add r1’ = r2’ , r3’
7 add r1’’= r2’’, r3’’
8 mul r1 = r1 , 8
9 mul r1’ = r1’ , 8

10 mul r1’’= r1’’, 8
11 majority(r1,r1’,r1’’)
12 majority(r2,r2’,r2’’)
13 st [r1] = r2

(b) SWIFTR
Transformation

Figure 3.6: Software-Only Recovery Transformation

stead of creating one redundant copy as in SWIFT, the SWIFTR transformation creates

two redundant copies. Three independent copies allow a fault to corrupt any one version’s

computation while the two other versions can still have the correct computation. By using a

simple majority voting scheme, any single-bit fault can be corrected as two of the versions

will still maintain the correct data.

The code example from Figure 3.2 is shown again in Figure 3.6, but the SWIFTR re-

covery transformation is shown instead of SWIFT detection transformation. Instruction

6 of Figure 3.6 duplicates the previousadd instruction, just as in SWIFT. The SWIFTR

transformation, however, also inserts instruction7, a third version of theadd instruction

which uses a third set of registers, here denoted byr1’’ , r2’’ , andr3’’ . The mul

instruction (8) is similarly replicated two additional times with redundant registers as in-

structions9 and10. For the same uncachable and multi-access memory reasons discussed

in Section 3.2, after theld instruction (2), the data are copied into the redundant versions.

In addition to the single move instruction for detection (3), the SWIFTR transformation

also inserts a second move instruction (4) to enable recovery.

Furthermore, the fault detection code used by SWIFT has been replaced, in SWIFTR,

by recovery code at instructions1, 11, and12. The recovery code is simply a majority

voting procedure. If two versions of a register,r1 andr1’ for example, have the same
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value, but the third version,r1’’ , does not, thenr1’’ is set to the value inr1 or r1’ .

This assignment corrects the corrupted value ofr1’’ . The majority correction is required

in the same situations that require detection instruction in SWIFT, before any synchronizing

instructions.

The SWIFTR transformation uses TMR for its recovery and is considered a forward

error recovery technique because errors are correct as execution progresses. Alternatives to

this method include backward error recovery techniques which are usually done via check-

pointing and rollback mechanisms. In backward error recovery systems, certain parts of the

processor state are stored away during the normal execution of the program. In the event

of a fault detection, the stored data are retrieved and the current data are overwritten so

the program can re-execute from the recovery point. Essentially, checkpointing allows the

application to move backwards in time to re-execute part of the instruction stream without

side effects. The fault model in this dissertation is transient, thus re-execution of the in-

structions will not re-introduce errors due to the delay in time between the first and second

attempts. Backwards error recovery systems using checkpointing have been proposed and

implemented in several instances [17, 46, 64, 65].

The rollback mechanism requires that no data leave the system until all data in the sys-

tem can be verified. If some data exited the system’s SoR, then they could not be discarded

upon rollback, resulting in incorrect re-execution. Although the detection and re-steering

of the execution path to recovery code can be implemented in software, the buffering of the

hardware state until checkpointing would require the addition of specialized hardware. Pre-

vious approaches to checkpointing and recovery take advantage of additional hardware, but

in that the additional hardware is unacceptable in software-only techniques (and too costly

for a technique focused on minimal hardware), the inline recovery method is preferred.
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3.4 Undetected Errors

Although the protection offered by these software-only techniques is quite robust, there are

five fundamental limitations to all software-only methods:

(1) Between validation and use– As redundancy is introduced solely via software in-

structions, any time a fault affects the value used by the store but not the correspond-

ing value used by the compare, an error may go undetected. For simple microarchi-

tectures, this is equivalent to saying that an error may go undetected if a fault occurs

after the validation instruction but before the store instruction. In more complicated

microarchitectures, errors to a register may manifest themselves on some instruc-

tions and not others due to the modern design of instruction windows and bypass

networks. In these situations, it is more difficult to enumerate the conditions under

which a store can be affected but not its corresponding validation instructions.

(2) Certain opcode faults– It is possible for an opcode fault to change a regular instruc-

tion into a synchronizing instruction. For example, a strike to an instruction’s opcode

bits may change a non-store instruction into a store instruction. As store instructions

are not duplicated by the compiler, there is no way of detecting and recovering from

this situation. The incorrect store instruction will be free to execute and the value

stored will corrupt memory which may result in silent data corruption. A non-branch

instruction may be converted to a branch instruction by a single bit flip, in which case

the program is susceptible to the control-flow issues discussed below.

(3) Microarchitectural state– Because the microarchitectural state of the processor is

not exposed to the application, software-only techniques are unable to protect against

faults on some portions of that state, such as parts of the control logic. If faults to

such state cause deadlock, any software-only scheme will be unable to make forward

progress. For example, if a fault causes an instruction that has become ready to exe-

cute to be marked as stalled, the instruction may never be execute and the application
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may never finish [7].

(4) Control-flow errors– If a control-flow error occurs such that the program branches

to a block and begins executing from the same point in the original and redundant

computation streams, or directly to a store, system call, or other potentially disastrous

instruction, then a potentially erroneous value may propagate to memory. This effect

can be minimized by separating the two computation streams as much as possible

and by performing validation checks as close as possible to every potentially output-

corrupting instruction. This will reduce the windows of vulnerability (although not

eliminate them) and increase the performance penalty. Although additional software-

only control-flow redundancy can reduce control-flow errors, these errors cannot be

completely eliminated.

(5) Single load value– Instead of duplicating load instructions, SWIFT simply adds a

move instruction to copy the loaded value into a redundant register, as in instruction

2 of Figure 3.3. Before the copy is performed, the program only has one version of

the loaded value. If a fault occurs to this value before it is copied, then the incorrect

value will be propagated to the redundant register and the error will go undetected.

The subsequent chapter of this dissertation will show how the addition of two minor

hardware structures can be used to reduce these fundamental limitations of software-only

techniques.
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Chapter 4

Hybrid Fault Tolerance

This chapter presents alternatives to the software-only techniques presented in the previous

chapter. The techniques in this chapter use a combination of software-only and hardware

implementations to provide a hybrid approach to fault tolerance that offers better perfor-

mance and higher reliability than the software-only approaches, but is still configurable at

a fine granularity.

The two low-cost hybrid hardware/software redundancy techniques presented in this

chapter are CRAFT (CompileR-Assisted Fault Tolerance) and CRAFTR (CompileR-Assisted

Fault Tolerance with Recovery). They are modeled after the SWIFT and SWIFTR imple-

mentations but have minimal hardware additions to increase performance and remove cer-

tain vulnerabilities. The CRAFT/CRAFTR techniques introduce hardware that is inspired

by the hardware-only technique of Redundant Multithreading (RMT) [32, 50].

4.1 Removing the Store Vulnerability

As noted in Section 3.4, software-only techniques contain store and other synchroniz-

ing instruction that become single points of failure and make the application vulnerable

to strikes during the time interval between the validation and the use of a register values.

For example, consider the code snippet given in Figure 4.1. Figure 4.1(a) shows the orig-
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1 add r1 = r2, r3
2

3 mul r1 = r1, 8
4

5

6

7 st [r1] = r2

(a) Original Code

1 add r1 = r2, r3
2 add r1’= r2’,r3’
3 mul r1 = r1, 8
4 mul r1’= r1’,8
5 br faultDet, r1 != r1’
6 br faultDet, r2 != r2’
7 st [r1] = r2

(b) SWIFT Transformation

1 add r1 = r2, r3
2 add r1’= r2’,r3’
3 mul r1 = r1, 8
4 mul r1’= r1’,8
5

6 st’[r1’]= r2’
7 st [r1] = r2

(c) CRAFT Trans-
formation

Figure 4.1: CRAFT Store Transformation

inal, unprotected version of a small code segment. Figure 4.1(b) shows the code after the

software-only reliability transformation. Ifr1 receives a strike after instruction5 is ex-

ecuted but before instruction7 is executed, then the value will be stored to the incorrect

address. Similarly, if a fault occurs onr2 after instruction6 but before instruction7 then

an incorrect value will be stored to memory.

In order to protect data going to memory in the CRAFT technique, the compiler dupli-

cates store instructions in the same way that it duplicates all other instructions, except that

store instructions are also tagged with a single-bit version name, indicating whether a store

is an original or a duplicate. Figure 4.1(c) shows the result of this transformation. The

original store (7) is duplicated as instruction6. This removes the window of vulnerability

of the software-only store instructions. This also allows the hybrid technique to more freely

schedule the two versions of the computation because synchronizing instructions5 and6

of Figure 4.1(b) are no longer necessary. This will be discussed further in Section 4.4 and

evaluated in Section 6.1.

The modified hybrid code is run on hardware with an augmented store buffer called the

Checking Store Buffer(CSB). The CSB functions much as a normal store buffer, except

that it does not commit entries to memory until they are validated. An entry becomes

validated once the original and the duplicate version of the store have been sent to the store

buffer, and the addresses and values of the two stores match perfectly. The CSB can be

implemented by augmenting the normal store buffer with a tail pointer for each version and

a validated bit for each buffer entry. An arriving store first reads the entry pointed to
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by the corresponding tail pointer. If the entry is empty, then the store is written in it, and its

validated bit is set to false. If the entry is not empty, then it is assumed that the store

occupying it is the corresponding store from the other version. In this case, the addresses

and values of the two stores are validated using simple comparators built into each buffer

slot. If a mismatch occurs, then a fault is signaled. If the two stores match, the incoming

store is discarded, and thevalidated bit of the already present store is turned on. The

appropriate tail pointer is incremented modulo the store buffer size on every arriving store

instruction. When a store reaches the head of the store buffer, it is allowed to write to the

memory subsystem if and only if itsvalidated bit is set. Otherwise, the store stays

in the store buffer until a fault is raised or the corresponding store from the other version

enters the buffer.

The store buffer is considered clogged if it is full and the validated bit at the head of

the store buffer is unset. Both tail pointers must be checked when determining whether

the store buffer is full, as either version 1 or version 2 stores may be the first to appear at

the store buffer. A buffer clogged condition may occur because of faults resulting in bad

control flow, version bit-flips, or opcode bit-flips, all of which result in differences in the

stream of stores from the two versions. If such a condition is detected at any point, then

a fault is signaled. To prevent spurious fault signaling, the compiler must ensure that the

difference between the number of version 1 stores and version 2 stores at any location in

the code does not exceed the size of the store buffer.

The checking store buffer also eliminates many opcode and control-flow errors related

to store instructions. As mentioned before, if an opcode is hit with a fault and changes an

instruction into a store instruction, the software-only version could not detect that. Sim-

ilarly, if a control-flow fault causes the program to start executing at a store instruction,

the software-only implementation could not recover. As all memory data are sent through

the CSB, the invalid data in those cases would be held in the CSB. Those cases would not

corrupt external memory because the redundant store that validates the data would never
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1

2 ld r3 = [r4]
3

4 add r1 = r2, r3
5

6 mul r1 = r1, 8
7

(a) Original Code

1 br faultDet, r4 != r4’
2 ld r3 = [r4]
3 mov r3’= r3
4 add r1 = r2, r3
5 add r1’= r2’,r3’
6 mul r1 = r1, 8
7 mul r1’= r1’,8

(b) SWIFT Transformation

1

2 ld r3 = [r4]
3 ld r3’ = [r4’]
4 add r1 = r2, r3
5 add r1’= r2’,r3’
6 mul r1 = r1, 8
7 mul r1’= r1’,8

(c) CRAFT Trans-
formation

Figure 4.2: CRAFT Load Transformation

be executed.

4.2 Removing the Load Vulnerability

The previous chapter explained how executing two load instructions would not be a

correct implementation for redundancy because that implementation could not guarantee

forward progress of the application. The software-only implementations in this dissertation

correctly implement load transformation by generating a compare instruction before and a

move instruction after every load. Figure 4.2 shows an original code segment, as well as

the software-only and hybrid reliability transformations. Figure 4.2(b) shows the validation

before (1) and move after (3) the load instruction of the software-only version.

This produces two windows of vulnerability, namely vulnerabilities (1) and (5) in Sec-

tion 3.4. In Figure 4.2(b), if a fault occurs inr4 after instruction1 but before instruction

2, then the load instruction will load from an incorrect address. If a fault occurs inr3

after instruction2 but before instruction3, then a faulty value will be duplicated into both

streams of computation and the fault will go undetected.

In order to remove these windows of vulnerability, the hybrid techniques must exe-

cute a redundant load instruction. An application of the hybrid transformation is shown in

Figure 4.2(c). Instead of copying the value from a single load it would ideally execute a

second, redundant load like instruction3. Unfortunately, merely duplicating load instruc-

tions will not provide correct redundant execution in practice. Treating both versions of
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a load as normal loads will lead to problems in multi-programmed environments as any

intervening writes by another process to the same memory location can result in a false

detection. In such cases, the technique prevents the program from running to completion

even though no faults have been actually introduced into the program’s execution.

The CRAFT and CRAFTR techniques make use of a protected hardware structure

called theLoad Value Queue(LVQ) to enable redundant load execution. The LVQ only

accesses memory for the original load instruction and buffers the loaded value for the du-

plicate load. An LVQ entry is deallocated only if both original and duplicate versions

of a load have executed successfully. A duplicate load can successfully receive its value

from the LVQ only if its address matches that of the original load buffered in the LVQ. If

the addresses mismatch, a fault has occurred and the appropriate action is taken. Loads

from different versions may be scheduled independently, but they must maintain the same

relative ordering across the two versions. Additionally, for out-of-order architectures, the

hardware must ensure that loads and their duplicates both access the same entry in the LVQ.

The duplicated loads and the LVQ provide completely redundant load instruction exe-

cution. As the address validation is now done in hardware, the software address validation

in instruction1 of Figure 4.2 can now be removed. The LVQ also allows the compiler

more freedom in scheduling instructions around loads just as the CSB allows the compiler

more freedom in scheduling instructions around stores. This instruction optimization will

be further discussed in Section 4.4. It is also important to notice that because the duplicate

load instruction will always be served from the LVQ, it will never cause a cache miss or

create additional memory bus traffic.

4.3 Hybrid Recovery

This section covers the hybrid recovery technique, CRAFTR. This technique is similar

to the software-only recovery technique, SWIFTR, in its use of forward error recovery via
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1

2 ld r3 = [r4]
3

4

5 add r1 = r2, r3
6

7

8 mul r1 = r1, 8
9

10

11

12

13 st [r1] = r2

(a) Original Code

1 majority(r4,r4’,r4’’)
2 ld r3 = [r4]
3 mov r3’ = r3
4 mov r3’’= r3
5 add r1 = r2 , r3
6 add r1’ = r2’ , r3’
7 add r1’’= r2’’, r3’’
8 mul r1 = r1 , 8
9 mul r1’ = r1’ , 8

10 mul r1’’= r1’’, 8
11 majority(r1,r1’,r1’’)
12 majority(r2,r2’,r2’’)
13 st [r1] = r2

(b) SWIFTR Transformation

1

2 ld r3 = [r4 ]
3 ld r3’ = [r4’ ]
4 ld r3’’ = [r4’’]
5 add r1 = r2 , r3
6 add r1’ = r2’ , r3’
7 add r1’’= r2’’, r3’’
8 mul r1 = r1 , 8
9 mul r1’ = r1’ , 8

10 mul r1’’= r1’’, 8
11 st [r1’ ] = r2’
12 st [r1’’] = r2’’
13 st [r1 ] = r2

(c) CRAFTR
Transformation

Figure 4.3: Recovery Transformations

TMR. As CRAFT added hardware structures to eliminate certain windows of vulnerability

in SWIFT, CRAFTR will use similar structures to remove the same windows of vulnera-

bility in SWIFTR.

Figure 4.3 shows the application transformations from unprotected code sequence (a) to

the recovery techniques in both SWIFTR (b) and CRAFTR (c). Just as CRAFT required the

checking store buffer to detect faults, CRAFTR uses an augmented version of the checking

store buffer to enable recovery. Instructions11, 12, and13are all sent to the checking store

buffer and the additional hardware will only send the address and data out to memory when

it receives three store instructions. The CSB does a simple majority voting to correct any

corrupted data before sending the store out of the SoR.

Also, like the CRAFT technique, the CRAFTR technique utilizes an LVQ to buffer the

loaded value from the first store thus the second and third versions receive the same data.

Instruction2, the first load, triggers the loaded value to be accessed from memory, and the

subsequent loads,3 and4, retrieve their data from the LVQ.

Both hybrid versions, CRAFT and CRAFTR, remove the windows of vulnerability

from their respective software-only versions. However, because the software-only recovery

technique has three rather than two versions, it has a greater number of windows of vulner-

ability. The CRAFTR technique removes five vulnerabilities, while the CRAFT technique
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1

2 ld r3 = [r4]
3

4 add r1 = r2, r3
5

6 mul r1 = r1, 8
7

8

9

10 st [r1] = r2
11

(a) Original Code

1 br faultDet, r4 != r4’
2 ld r3 = [r4]
3 mov r3’= r3
4 add r1 = r2, r3
5 add r1’= r2’,r3’
6 mul r1 = r1, 8
7 mul r1’= r1’,8
8 br faultDet, r1 != r1’
9 br faultDet, r2 != r2’

10 st [r1] = r2
11

(b) SWIFT Transformation

1

2 ld r3 = [r4]
3 ld r3’ = [r4’]
4 add r1 = r2, r3
5 add r1’= r2’,r3’
6 mul r1 = r1, 8
7 mul r1’= r1’,8
8

9

10 st [r1] = r2
11 st’[r1’]= r2’

(c) CRAFT Trans-
formation

ld r3 = [r4]
add r1 = r2, r3
mul r1 = r1, 8
st [r1]= r2
ld r3’ = [r4’]
add r1’ = r2’,r3’
mul r1’ = r1’,8
st’[r1’]= r2’

(d) Alternate Schedule for
CRAFT Transformation

Figure 4.4: Alternative CRAFT Transformation

removes three vulnerabilities. The five SWIFT vulnerabilities exist in Figure 4.3(b) be-

tween instructions1-2, 2-3, 2-4, 11-13, 12-13.

4.4 Comparison to Software-Only Techniques

The modest hardware additions allow the system to detect faults in store addresses and

data, as well as dangerous opcode bit-flips, thus protecting against vulnerabilities (1) and

(2) mentioned in Section 3.4. Although these techniques duplicate all stores, it is important

to note that no extra memory traffic is created because there is only one memory transaction

for each pair (or triplet) of stores in the code.

The memory load changes for the hybrid techniques, the duplicated loads and the LVQ,

provide completely redundant load instruction execution. This protects against vulnerabil-

ities (1) and (5) mentioned in Section 3.4. Also, because the duplicate load instructions

will always be served from the LVQ, they will never cause a cache miss or use additional
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memory bandwidth.

In addition to the reliability benefits described in the previous sections, the additional

hardware also provides optimization opportunities for the generated code. Figure 4.4 shows

four versions of a code segment. Figures 4.4 (a), (b), and (c) show an abbreviated unpro-

tected, software-only detection, and hybrid detection code examples, respectively. In Fig-

ure 4.4(c), the load address, store address, and store data validations are implemented in

hardware so the synchronizing instructions required to validate the memory accesses are

removed. The hybrid technique allows the elimination of instructions1, 8, and9 from the

software-only transformation.

In the hybrid version, each version of the store instruction and the instructions they

depend on, including any load instructions, can now be scheduled independently. Fig-

ure 4.4(d) shows an alternate scheduling for the hybrid technique that takes advantage

of the removal of synchronizing instructions. This technique is able to schedule the in-

struction to minimize execution time without the burden of version synchronization. The

performance and reliability benefits of these techniques will be quantitatively illustrated in

Chapter 6. The net result is a system with enhanced reliability, higher performance, and

only modest additional hardware costs.

The hardware structures that are added for this hybrid approach are very similar to the

structures proposed for RMT [32, 50]. Unlike ECC, parity, or other bit-level techniques,

the hardware structures that are necessary to implement the reliability technique, both for

RMT and CRAFT, are outside of the core pipeline. This allows the processor design to be

only slightly modified from the standard versions to add these structures.
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Chapter 5

Evaluation Methodology

This chapter describes the various methodologies used to evaluate the reliability techniques

proposed in this dissertation. The major tradeoffs between these techniques involve perfor-

mance and reliability, and to a smaller extent hardware cost. The evaluation methodologies

explained here will be used in the quantitative assessments in Chapter 6 and Chapter 8.

5.1 Performance Evaluation Methodology

All of the evaluated techniques are generated by a modified version of the VELOCITY [69]

compiler for the IA-64 architecture targeting the Intel Itanium 2 processor. The compiler

was modified to insert the additional reliability instructions when specified. The baseline

programs are aggressively optimized VELOCITY compilations without any additional re-

dundancy.

Performance was evaluated for a set of benchmarks drawn from SPEC 2006, SPEC 2000,

SPEC 95, and MediaBench [25] suites. The performance evaluation was conducted by ex-

ecuting the resulting binaries on an HP workstation zx6000 with a 900Mhz Intel Itanium 2

processors running CentOS 4.4 with 4GB of memory. Theperfmon [44] utility was

used to measure the CPU cycles for each benchmark executed. The performance graphs

throughout this dissertation are presented as Normalized Execution Time. The execution
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time of the reliable or partially reliable application is normalized to the execution time of

the unprotected application.

5.2 Reliability Evaluation Methodology

This section describes the methodology used to evaluate all of the techniques presented

in this dissertation. First, Section 5.2.1 reviews the standard transient fault model used in

the dissertation. Section 5.2.2 explicates the two metrics used to compare reliability of

the various techniques. Finally, Section 5.2.3 details the simulation and evaluation method

used to determine the reliability metrics.

5.2.1 Fault Model

This dissertation proposes techniques to increase reliability in the presence of transient

faults. Throughout this dissertation, theSingle Event Upset(SEU) model is assumed. That

is, the assumption is made that exactly one event occurs that changes exactly one bit during

a program’s execution. The value of the altered bit is always toggled to the opposite value.

This upset model is the standard transient fault model used in the reliability literature [8,

31, 32, 37, 38, 40, 39, 47, 51, 53, 54, 55, 56, 60, 71].

5.2.2 Reliability Metrics

This section details the two metrics used to evaluate the reliability of the techniques. The

first, Architectural Vulnerability Factor (AVF), captures the system reliability without fo-

cusing on the specific environmental and processes manufacturing factors. The second,

Mean Work To Failure (MWTF), combines reliability and performance to measure how

much work can be accomplished in the presence of failures.
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Architectural Vulnerability Factor

FIT, which represents the number of failures for a given bit, structure, or processor, in

one billion (109) hours and MTTF, the Mean Time to Failure, are commonly used metrics

for overall system reliability. The FIT of a system is simply the inverse of the MTTF of

that system. AVF is a metric recently used in reliability to separate inherent architectural

reliability factors from environmental and manufacturing reliability factors.

FIT =
1

MTTF
= raw error rate× AVF

FIT is a product of the AVF and raw error rate. The raw error rate is determined by the

manufacturing processes and environmental factors. Faster clock rates, smaller transistors,

and lower threshold voltages of new manufacturing processes can negatively affect the raw

error rate. Environmental factors like altitude, shielding, and geography can also have a

detrimental effect on the raw error rate. Using AVF as a reliability metric removes those

factors from the reliability evaluation and focus on the architectural and microarchitectural

decisions that affect reliability.

To compute the AVF, the system is analyzed to determine the properties of each bit at

each moment in time. Any bit in the system at any given execution point can be classified

as one of the following [33]:

ACE These bits are required forArchitecturally Correct Execution(ACE). A transient

fault affecting an ACE bit will cause the program to execute incorrectly.

unACE These bits are not required for ACE. A transient fault affecting an unACE bit will

not affect the program’s correct execution. For example, unACE bits occur in state

elements that hold dynamically dead information, logically masked values, or control

flows that are Y-branches [74]
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The notion of an AVF can be defined as follows:

AVF =
number of ACE bits in the structure
total number of bits in the structure

Transient faults in ACE bits can be further classified by how they manifest themselves

in program output.

DUE A transient fault on an ACE bit that is caught by a fault detection mechanism is a

Detected Unrecoverable Error(DUE). A detected error can only be considered DUE

if it is fail-stop, that is, if the detection occurs before any errors propagate outside a

boundary of protection. No fault can be a DUE in a non-fault-detecting system.

SDC A transient fault on an ACE bit that isnot caught by a fault-detection mechanism

will causeSilent Data Corruption(SDC). This could manifest itself as a spurious

exception, an incorrect return code, or corrupted program output.

In recovery techniques, detected and recoverable faults are not considered errors. This

dissertation will sometimes refer to a bit as being DUE or SDC. A DUE bit is an ACE bit

which, if flipped by a transient fault, would result in a DUE. Similarly, an SDC bit is an

ACE bit which, if flipped, would result in an SDC. Just as ACE bits were further catego-

rized into DUE bits and SDC bits, AVF can be broken up into AVFDUE and AVFSDC by

computing the ratio of DUE bits or SDC bits over the total bits in the structure, respectively.

The goal of any fault-detection system is to convert a system’s AVFSDC into AVFDUE.

Fault-detection systems will have a higher AVF, the sum of AVFSDC and AVFDUE, than

the original system as will be shown quantitatively in Chapter 6. There are two principal

reasons for this. First, most practical fault-detection schemes may exhibit false DUE, which

arises whenever the system detects a fault in an unACE bit. Delaying validation until data

leave the SoR minimizes the amount of false DUE, but the false detection still occurs

because the system cannot determine whether a flipped bit is unACE, and thus may have

to conservatively signal a fault. Second, any type of fault detection necessarily introduces
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redundancy, and this increases the number of bits present in the system. As all bits in the

system are susceptible to transient faults, this also leads to a higher soft error rate. Although

detection techniques often increase the overall AVF, they reduce AVFSDC . SDC faults are

more deleterious than DUE faults and system designers tolerate typically higher incidents

of DUE in order to reduce SDC [11]. In recovery techniques, the SDC bits are converted

directly into unACE bits and the overall AVF is lowered.

Mean Work To Failure

MTTF and AVF are two commonly used metrics to assess reliability, but may not be appro-

priate in all cases. This section presents MWTF, a metric that generalizes MTTF to make

it applicable to a wider class of fault-detection systems and enables the evaluation of the

techniques in this dissertation.

MTTF and FIT are generally accepted as appropriate metrics for system reliability. Un-

fortunately, these metrics do not capture the tradeoff between reliability and performance.

For example, suppose that system A and system B were being compared, and that system

A was twice as fast but half as reliable as system B. Specifically, let

MTTFA =
1

2
·MTTFB tA =

1

2
· tB

What is the probability of a fault occurring during the execution of the program is for

each system? Although B has double the MTTF of A, the performance is such that any

program must run for twice as long, and so the probability of failurefor the programis

equal for A and B. In this sense, they are equally reliable. However, the MTTF metric

would counterintuitively select the slower of the two systems, B, as the most reliable.

In order address this issue when only comparing changes in microarchitectural deci-

sions, Weaver et al. introduced the alternativeMean Instructions To Failure(MITF) met-

ric [76]. This metric captures the tradeoff between performance and reliability for hardware
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fault-tolerance techniques – i.e. those which do not change the programs being executed,

but which may affect Instructions Per Cycles (IPC) – but the metric is still inadequate for

the general case where the program binary, and hence the number of instructions commit-

ted, can vary.

MITF =
number of committed instructions

number of errors encountered
=

number of committed instructions
execution time in cycles

frequency×MTTF

= IPC× frequency×MTTF =
frequency

raw error rate
× IPC

AVF

MITF has two components, as shown above. The frequency and error rate component

represent the manufacturing and environmental factors of reliability. The IPC and AVF

components represent the microarchitectural factors of reliability. When comparing ma-

chines that were built with the same manufacturing processes and are running in the same

environment, the first component can be factored away. Only the microarchitectural factors

are needed for comparison. In this case, MITF takes into consideration both the vulnera-

bility and the execution time. However, this will only work when differences between the

systems are limited to microarchitectural changes. If the systems require different executa-

bles, as is the case for software-only techniques, then MITF is no longer a valid metric for

comparison.

To adequately describe the reliability for hardwareand software fault-tolerance tech-

niques, this dissertation introduces a generalization of MITF called MWTF:

MWTF =
amount of work completed

number of errors encountered
=

1
raw error rate

× 1
AVF × execution time
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Similarly to MITF, MWTF can be abstracted into two components, one for manufactur-

ing and environmental factors and another for architectural and microarchitectural factors.

The execution time of MWTF corresponds to the time to complete one unit of work. A

unit of work is a general concept whose specific definition depends on the system being

evaluated. The unit of work should be chosen so that it is consistent across evaluations of

the systems under consideration. For example, if one chooses a unit of work to be a single

instruction, then the MWTF equation reduces to MITF. This is only appropriate for hard-

ware fault-detection evaluation because the program binaries are fixed and an instruction

represents a constant unit of work. In a server application it may be best to define a unit

of work as a transaction. In other cases, work may be better defined as the execution of a

program or a suite of benchmarks. For the evaluation of techniques in this dissertation, the

unit of work used for MWTF is the execution of a program. With this definition of work,

it is obvious that the previous example of halving the AVF, therefore doubling the MTTF,

while doubling execution time will not increase MWTF. Regardless of the method (hard-

ware or software) by which AVF or execution time is affected, MWTF accurately captures

the reliability of the system. Such a metric is crucial when comparing hardware, software,

and hybrid systems.

This dissertation evaluates the tradeoff between performance and reliability using nor-

malized MWTF (nMWTF). This metric is a comparison of the MWTF of the reliability

technique normalized to the MWTF of the baseline, unprotected technique. In this disser-

tation, it is assumed that the unprotected technique is manufactured using the same process

technology as the reliability techniques and operated in the same environment. Like AVF,

nMWTF is able to remove the environmental and manufacturing aspects of reliability to

focus on the implementation’s effects. By normalizing the reliability technique’s MWTF

to the unprotected MWTF, the process and environmental effects given by the raw error

rate are canceled out and only the architectural factors remain. The nMWTF is the inverse

of the product of the normalized AVF and normalized execution time:
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nMWTF =
raw error rate× AVFbase × execution timebase

raw error rate× AVFnew × execution timenew

=
AVFbase × execution timebase

AVFnew × execution timenew

=
1

AVFnorm × execution timenorm

5.2.3 Fault Injection

This section describes the simulation method used to determine the AVF, and thus MWTF,

of the reliability techniques. Execution in the presence of transient faults is evaluated by

simulating a fault injection into the running processor. Using the SEU model, exactly one

bit is toggled in each execution. The application runs normally, and then a fault is simulated

by toggling a bit in the application at a random point in time, uniformly distributed over the

execution time of the program without faults inserted. This is implemented via a special

signal handler to catch the timing signal. The application is paused, the chosen bit is

toggled, and the application is allowed to continue executing. This is an advantageous

way to conduct a simulation because the application can be run to completion. The result

of the application clearly defines the reliability type of the bit: unACE or ACE. When a

program output does not match exactly with the fault-free output, the bit that was changed

is considered an ACE bit. If the output does not match the fault-free output because the

application signaled a fault detection then the bit is a DUE bit; otherwise it is an SDC bit.

Incorrect execution is defined as producing an output that does not match the output in

the absence of faults. When injecting faults, it is possible that the application may never

finish if the toggled bit causes an infinite loop or invalid OS call. Also, the application may

crash from application terminating signals such as a segmentation faults or divide by zero.

These cases are considered to be incorrect executions and the bits affected are treated as

SDC bits, although it is possible to argue that either case could be a detected fault if the

application was known to not crash or known to take a certain maximum amount of time

for the input.
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Modeling via simulated fault injection is also advantageous because the simulation can

be done quickly as the application can run at native speed. The overhead of the timing

signal and fault injection are negligible. To get a statistically significant AVF distribution,

many fault injections must be simulated. This can be done in parallel as each execution

only has one fault and is independent from all other executions. In this dissertation, 3,000

separate injection experiments were conducted for each benchmark for each system eval-

uated. This gave the results a 95% confidence interval with an error margin of less than

0.75%

A drawback of this type of simulated fault injection is it can only evaluate architectural

state such as the register file, instruction encoding, or program counter. The AVF of the

integer register file is evaluated for each of the techniques and benchmarks to compare the

reliability. Although this is not meant to encompass the reliability of the entire processor,

it serves as a good estimation. The integer register file is investigated because its AVF has

been shown to be more significant than other comparable structures [54, 75].

Bit flips are simulated in the register file, but this evaluation models more than just

faults to the register file. A fault to the ALU unit, the result of a load, or any structure that

produces data to the register can be modeled as a fault to the register after the data have been

computed. While this models a larger set of faults, it does not model faults to the register

bypass logic between instructions. In the fault simulation, any of the127× 64 = 8128 bits

of the integer register file can be flipped in any cycle. The Intel Itanium 2 integer register

file is composed of 128 64-bit registers. One register,r0 , cannot be affected by a transient

fault as it always contains the constant value zero, but the other 127 registers are vulnerable.

Simulated fault injection can be done at a variety of levels and has the same basic

tradeoffs as performance modeling at various levels. Higher levels of simulation allow

for longer simulations and exposure to more parts of the application, while lower levels

of modeling represent the hardware more accurately but take longer to simulate. This

dissertation models injections into the architecture register file, but others have simulated
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fault injections into a microarchitectural model [54] and an RTL model [75].

Transient faults are inherently hardware faults and thus simulation at the hardware level

has greater accuracy. Simulation at this low level can model faults that occur but do not

affect any persistent state. For example, a transient bit flip to a computation may be driven

to the correct value before it is latched and thus will not manifest as a fault. Hardware

models can also simulate faults to structures that are not visible to the architectural view,

such as ALU or bypass network. However, simulation at this level is often very slow.

It is only possible to simulate a small fraction of the instructions in a program. Other

techniques have been proposed that do not rely on simulated fault injection, but measure

all bits in a structure in a given time window and from this are able to sample the AVF of

the structure [33]. These techniques also simulate at a low level and are only able to cover

a small fraction of the program.

Both the fault injection and bit analysis techniques monitor how the fault propagates

through the system and make conservative estimates about how the fault causes a problem.

Simulations at these levels are often concerned with determining whether a fault manifests

in the architectural state at all. For macro-level techniques that rely on delayed checking,

errors manifesting in architectural state such as the register file are acceptable as they will

be caught before they propagate to memory. Reliability evaluations via fault injection or

bit analysis that solely monitor architectural propagation of a fault will not capture the

detection and recovery of these software-only and hybrid techniques. This dissertation

conducts a comparison of macro-reliability techniques and thus relies on fault injection at

a higher level.

The reliability results presented in this dissertation are pessimistic because the simu-

lated fault injection is done at the architectural level, the transient faults derating factors

of the processor are not represented. Certain faults are not represented, such as those that

would have hit the processor but would not have affected the architectural state because

they were was driven to the correct value or microarchitecturally masked. Previous re-
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search has shown that various derating factors can mask up to 85% of transient faults in the

pipeline of the processor using an RTL mode [75]. The abstraction of derating factors is

conducted in order to focus on the architectural factor of protection and to remove the pro-

cess and environmental factors of the overall reliability, but it is an important consideration

when comparing the reliability of the presented techniques.
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Chapter 6

Evaluation of Software and Hybrid

Protection

This chapter provides a quantitative evaluation of the techniques presented thus far. The

SWIFT, SWIFTR, CRAFT, and CRAFTR techniques are evaluated in terms of performance

in Section 6.1 and reliability in Section 6.2. These two sections compare only the versions

of these techniques without any precise configurations. Although a major advantage of

these methods is the ability to be easily configured to tradeoff performance and reliability,

that analysis is delayed until Chapter 8. Section 6.3 relates these evaluations to previously

proposed techniques.

6.1 Performance

The section compares the performance of the various reliability techniques. Performance in

these graphs is given relative to the unprotected applications. In these performance graphs,

the y-axis is the execution time of the given technique normalized to the unprotected ver-

sion. Each bar on the x-axis represents a different application that is evaluated. The last

bar of the performance graphs represents the Geometric Mean of all of the applications.

Because performances and MWTF are normalized to the unprotected application, this dis-
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Figure 6.1: Performance of SWIFT Normalized to the Unprotected Versions

sertation uses the Geometric Mean as it gives equal weight to each benchmark although

their runtimes vary.

The results in Figure 6.1 show the normalized execution times for the software-only

detection technique, SWIFT. The Geometric Mean illustrates that on average, the reliability

cost in terms of performance is about 50% (specifically, a 1.54x increase in execution time).

If the unprotected program were run twice, the normalized execution time would be

exactly 2.00. Additional code would need to be executed to compare and validate the two

program outputs, thus the overall degradation would be much greater than 2.00. The 1.54x

normalized execution time of SWIFT indicate that it is exploiting the unused processor

resources present during the execution of the baseline program. The benchmark429.mcf

shows only a 1.13x increase in normalized execution time. This benchmark is known to

be mostly limited by memory accesses. The duplicated computations and the verification

code of SWIFT are able to be executed off of the critical path.

Benchmarks likejpegdec , jpegenc , 052.alvinn , and435.gromacs are more

computationally intensive and thus have less spare resources. When instructions for reli-

ability are added, performance is reduced. However, notice that only one benchmark re-

quires more than a 2.0x normalized execution time (which is052.alvinn , which has the

worst normalized execution time of 2.05x ) when adding a full copy of the computation

and verification code. This means that two versions of the application plus the verification
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Figure 6.2: Performance of SWIFTR Normalized to the Unprotected Versions

instruction are able to be executed in the spare resources of the processor.

The results in Figure 6.2 show the normalized execution times for the software-only

recovery technique, SWIFTR. The Geometric Mean illustrates that on average, the reli-

ability cost in terms of performance is 78%, or a 1.78x increase in execution time. In

SWIFT, which has two copies of the computation, the normalized execution time is less

than 2.0x and in SWIFTR, which has three copies, the normalized execution time is less

than 3.0x. For all but five benchmarks, the normalized execution time of SWIFTR is still

less than 2.0x. Again, like SWIFT, SWIFTR is able to use the unused resources to do the

redundant computation in parallel. The extra copies of the code are independent, which is

necessary for reliability. That also means they can be scheduled at the same time as the

original copies. Similar to SWIFT, the worse performing benchmarks are benchmarks like

jpegdec , jpegenc , 052.alvinn , and435.gromacs which are computationally in-

tensive and have less spare resources while those that incur a smaller performance penalty

are benchmarks like429.mcf , which are limited by memory accesses.

Figure 6.3 shows the SWIFT and SWIFTR performance on the same graph to illus-

trate the transition from detection to recovery. The unprotected application is abbreviated

NOFT (no added fault tolerance). For435.gromacs , the transition from unprotected to

detection-only incurs about the same cost as from detection-only to recovery. SWIFT nor-

malized execution time is 1.89x and SWIFTR is 2.80x. Although still less than 2.0x and
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Figure 6.3: Performance of Software-Only Techniques Broken Down by Percent of Execu-
tion Time

3.0x, respectively,435.gromacs in unable to hide the cost of the extra reliability instruc-

tions. For most benchmarks, the incremental cost of detection is more than the incremental

cost of recovery. The Geometric Mean for detection is 1.54x but the Geometric Mean for

recovery is 1.78x, which is only 0.24x more than detection. For certain benchmarks like

g721dec , g721dec , mpeg2dec , 008.espresso , and429.mcf , the cost of reliabil-

ity is less than 10% of the execution time of the application. In these cases, once the user

has decided to add reliability, the cost to add recovery is so minor that adding recovery is

always beneficial. In these cases, protection with recovery is an efficient choice.

The incremental cost of reliability is less than the incremental cost of detection because

the detection instructions are not always using idle resources. The detection code is exe-

cuted on the critical path leading to increases in execution time. When the recovery code is

executed, it is independent of both other versions (the original and the first redundant). The

third version is able to be more efficiently scheduled using both the leftover idle resources

from the original version and the spare resources from the execution time increase due to

the second version.

Figure 6.4 shows the performance evaluation for the hybrid detection-only and recov-

ery techniques. Figure 6.5 shows a breakdown of the performance costs by the level of

reliability techniques. Relative to each other, the hybrid techniques show patterns that are
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Figure 6.4: Performance of Hybrid Techniques Normalized to the Unprotected Versions
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Figure 6.5: Performance of Hybrid Techniques Broken Down by Percent of Execution
Time
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Figure 6.6: Performance of Software-Only and Hybrid Techniques Normalized to the Un-
protected Versions

very similar to the software-only techniques. This is not surprising as the hybrid changes,

while important for reliability and improving performance, were minimal.

Figure 6.6 depicts the normalized performance for all four techniques. The perfor-

mance of the hybrid techniques is better than the corresponding software-only techniques

in all cases, as they remove the checking instruction by offloading the validation to hard-

ware. This removal of validation instruction creates more flexibility. In the software-only

techniques, the load and store instructions are synchronizing points, so both versions of

the computation had to be completed before one version could execute. In the hybrid im-

plementation, the original and reliable versions are independent even through loads and

stores because the hardware implements the comparisons. This results in a performance

improvement compared to the software-only techniques.

6.2 Reliability

This section details the reliability evaluation of the software-only and hybrid techniques.

As described in Chapter 5, there are two components to reliability evaluation. Section 6.2.1

evaluates the techniques in terms of the AVF and Section 6.2.2 evaluates them using MWTF.
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Figure 6.7: Reliability with No Fault Protection

6.2.1 Architectural Vulnerability Factor

As mentioned in the previous chapter, this dissertation evaluates the AVF via fault injection

into the register file. A simulated fault toggles one bit in a register uniformly distributed

over the time of the application, and the application run to completion. The output of the

execution is compared to the baseline versions and the bit is determined to be unACE,

DUE, or SDC based upon the result.

First, the reliability of the unprotected applications is shown in Figure 6.7. On average,

85.97% of the faults injected do not cause any noticeable errors and 14.03% of the injec-

tions result in incorrect output. As there is no detection in the baseline application, 0.00%

of the faults result in DUE.

There is variety in the native application reliability.470.lbm , adpcmdec , andadpcmenc

have the lowest native reliability at 74.46%, 74.44%, 72.46%, respectively.435.gromacs

has the highest at 95.14%. This variation is important when deciding what to protect and

will be illustrated in detail in Chapters 7 and 8. For now, this will be used as a baseline

when considering how the reliability technique benefits the application.

Figure 6.8 shows the reliability of the SWIFT software-only technique contrasted with

the unprotected application. The AVFSDC is greatly reduced, as the redundant computation

ensures that a fault will not affect both values and the checking is done before the values
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Figure 6.8: Reliability of SWIFT Compared to the Unprotected Versions

propagate and harm the system.

Figure 6.8 also shows a significant amount of AVFDUE. This is the portion of time that

the fault is detected and execution is halted. When comparing NOFT to SWIFT, a large

portion of the SDC bits are converted into DUE bits. This is expected because the faults

that would have caused application failure are detected by the redundant versions and the

application is halted.

Figure 6.8 also illustrates that some of the unACE bits of the NOFT techniques are

converted into DUE bits. This means that some of the faults that were injected would not

have caused any visible errors, but were detected by the system and the application was

halted. This could happen if, for instance, a faulty value was about to be written to memory

but would never be read from memory. The erroneous value would not have caused incor-

rect execution, but the detection system would halt the program. In this implementation,

memory is considered outside the SoR thus all values written to it are verified. Knowing

whether the faulty value would cause a problem is impossible and the system is conserva-

tive in this situation and detects the faults. As reviewed in Chapter 3, detection is delayed

until memory instructions; values that are wrong (in the register file) but do not affect the

output do not halt the program.

Although possible to create a software-only system that only checks the program at I/O

54



memory accesses, this system would duplicate memory. The duplication would be prob-

lematic because memory accesses are often the limiting factor in execution. The system

would also remove checks at load and store operations that do not access I/O. The lack

of validation is a problem because if a store that should write to non-I/O memory has an

invalid address, incorrect data will be written to the wrong location. The store instructions

may corrupt the other version’s data or may write to memory I/O.

The Arithmetic Mean of the reliability of the benchmarks shows a reduction in AVFSDC

from 13.56% to 2.39%. However, SWIFT does not reduce the percent of SDC bits to zero.

As mentioned in Section 3.4, there are certain windows of vulnerability that leave the ap-

plication unprotected, such as between validation and use of the data in loads, stores, and

control flow instructions. A nonzero AVFSDC is also due to certain implementation de-

cisions. In order to maintain the calling convention, argument passing is not duplicated.

Before entering a function, argument registers are checked against their duplicate coun-

terparts to ensure their values match. Then, after entering the function, the parameters

are copied into duplicate registers for use by the subsequent redundant code. A transient

fault in one of the parameters to the function after the check but before the copy will lead

to an undetected fault. Another source of SDC bits arises from exceptions that terminate

the program. For example, if a fault occurs in data that feed the denominator of a divide

instruction, that fault may create a divide-by-zero exception and terminate the program.

The techniques do not validate the source operands of divide instructions, only data being

written to memory or affecting control flow.

Figure 6.9 shows the reliability in terms of AVF for the software-only recovery tech-

nique, SWIFTR. Because there are three versions executing simultaneously, when an error

is detected, it is able to recover and continue and as such, the AVFDUE is reduced to 0.00%.

Comparing to the unprotected version, the SWIFT version has a smaller percentage of bits

labeled unACE due to eager validation. The SWIFTR version has a much larger percentage

of bits labeled unACE, and this is exactly the same percentage of SDC bits that is removed.
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Figure 6.9: Reliability of SWIFTR Compared to the Unprotected Versions
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Figure 6.10: Reliability of SWIFT and SWIFTR Compared to the Unprotected Versions

Again, there are still some windows of vulnerability that keep the techniques from having

a 0.00% AVFSDC .

Figure 6.10 illustrates the reliability in terms of AVF for both the software-only tech-

niques. The recovery technique increases the percentage of unACE bits the most, while

the percentage of SDC bit is reduced the most by the detection-only technique. This is due

to the fact that the recovery version has more instructions to execute and the correspond-

ing time of the windows of vulnerability is larger. The recovery version also has a greater

number of windows of vulnerability. Although only a small amount, this is noticeable by

the small amount of SDC increase in some application like130.li . However, when only

56



60

80

100
P
er
ce
n
ta
g
e
o
f
B
it
s
w
it
h
G
iv
en
L
ab
el

N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D N D

00
8.
es
pr
es
so

05
2.
al
vi
nn

05
6.
ea
r

12
4.
m
88
ks
im

12
9.
co
m
pr
es
s

13
0.
li

13
2.
ijp
eg

16
4.
gz
ip

17
5.
vp
r

18
1.
m
cf

18
3.
eq
ua
ke

18
8.
am
m
p

25
3.
pe
rlb
m
k

25
4.
ga
p

25
5.
vo
rte
x

30
0.
tw
ol
f

42
9.
m
cf

43
3.
m
ilc

43
5.
gr
om
ac
s-
qs

44
5.
go
bm
k

47
0.
lb
m

ad
pc
m
de
c

ad
pc
m
en
c

ep
ic
de
c

ep
ic
en
c

g7
21
de
c

g7
21
en
c

jp
eg
de
c

jp
eg
en
c

m
pe
g2
de
c

A
rit
hM
ea
n

SDC

DUE

unACE

Figure 6.11: Reliability of CRAFT Compared to the Unprotected Versions

considering the percent of faults that still allow the program to execute, SWIFTR is more

reliable, but costs more in terms of execution time. The tradeoff between performance and

reliability will be analyzed when MWTF is evaluated in Section 6.2.2.

Figure 6.11 shows the AVF of the hybrid detection-only CRAFT technique compared to

the native application. Compared to the baseline application, the CRAFT technique has the

same trend as the SWIFT technique. The AVFSDC percentage is reduced and replaced with

detection. Also, the percentage of unACE bits is noticeably reduced for the same reasons

that the software-only technique has a smaller percentage of unACE bits.

Although there is no window of vulnerability around memory instruction in the CRAFT

technique, there are still windows of vulnerability around control flow and calling conven-

tion instructions. Also, similar to the software-only technique, signals that terminate the

application like divide-by-zero can cause SDC. However, there is another source of SDC

unique to CRAFT that arises from exceptions that terminate the program – segmentation

faults. Recall from Section 4.3 that the code which uses the LVQ does not check the ad-

dress before issuing the first load instruction, leaving validation to the hardware structure.

Since the first load is sent to memory directly, while the second is serviced from the LVQ,

a fault in the address of the first load may cause a segmentation fault. This increases the

SDC of techniques which incorporate the LVQ.
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Figure 6.12: Reliability of CRAFT and CRAFTR Compared to the Unprotected Versions
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Figure 6.13: Reliability of the Detection-Only Techniques Compared to the Unprotected
Versions

The results of the CRAFT and CRAFTR techniques follow the same trends as the

SWIFT and SWIFTR techniques. Figure 6.12 shows the AVF of the recovery version

of the hybrid technique, CRAFTR, in addition to the detection-only technique and unpro-

tected application. Similarly to SWIFTR, CRAFTR has replaced the DUE bits with unACE

bits. It is able to recover in the situations when CRAFT aborts the program and signals fault

detection. Again, the recovery technique has the highest percentage of unACE bits, but the

detection technique has the lowest AVFSDC .

Figures 6.13 and 6.14 show a comparison of the four techniques analyzed thus far in
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Figure 6.14: Reliability of the Recovery Techniques Compared to the Unprotected Versions

terms of AVF. These graphs illustrate the increase in reliability moving from the software-

only to the hybrid technique. The hybrid techniques offer benefits in terms of both reliabil-

ity and performance. Given that these are usually the two main tradeoffs, these advantages

make hybrid techniques preferable. However, they do have a minimal hardware cost that

may limit the applicability of the hybrid techniques. The software-only techniques, al-

though less reliable with worse performance than the hybrid techniques, are immediately

applicable.

6.2.2 Mean Work To Failure

This section describes the reliability of the techniques from the perspective of another met-

ric. By combining the performance measurements from Section 6.1 and the AVF measure-

ments from Section 6.2.1, it is possible to compute the MWTF. Recall from Section 5.2.2

that MWTF combines both the increased reliability in terms of reduction in failure due to

soft errors and the increase in runtime which increases the exposure to soft errors. AVF is

often reported as a measurement of reliability, but MWTF incorporates both the AVF and

performance to compute of the efficiency of a reliability technique. MWTF also creates

a level playing field for comparing multiple techniques that alter both execution time and
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Figure 6.15: Normalized MWTF of SWIFT and SWIFTR where Failure is SDC
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Figure 6.16: Normalized MWTF of SWIFT and SWIFTR where Failure is SDC and DUE

reliability.

Figures 6.15 and 6.16 show the nMWTF for both software-only techniques. The MWTF

in both figures is normalized to the unprotected baseline. Notice that the x-axis is posi-

tioned at a nMWTF of 1.0 to clearly show how the reliability techniques compare to the

unprotected application. Also notice that between Figures 6.15 and 6.16, the nMWTF of

the SWIFTR technique does not change, but the nMWTF of SWIFT changes dramatically.

Figure 6.15 shows the nMWTF where failure is defined as any time the application

executes and produces incorrect output (in Figure 6.15, failure includes only SDC). In

this case, the SWIFT and SWIFTR nMWTF for each benchmark is greater than 1.0. Some

benchmarks like124.m888ksim and435.gromacs are very similar to the unprotected

application with an nMWTF of 1.63x and 1.65x, respectively, for the detection technique

and 1.30x and 1.14x, respectively, for the recovery technique. The benefit due to the in-
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crease in reliability for these benchmarks is about the same as the cost due to the increased

execution time. Considering this definition of failure, the nMWTF of SWIFTR is less than

that of SWIFT. This is not surprising in that the performance cost of SWIFT is less than that

of SWIFTR, and the SWIFT technique reduces the AVFSDC by at least the same amount

as (and often more than) the SWIFTR technique. SWIFT does a better job than SWIFTR

with this definition of failure on both metrics that comprise nMWTF.

Figure 6.16 shows the nMWTF where failure is defined as any time the application does

not run to completion with the correct output. In Figure 6.16, failure includes SDC and

DUE. In this case, the SWIFT nMWTF is always less than 1.0, thus when comparing both

performance and reliability, this reliability technique is not worth implementing. Recall

that SWIFT’s increase in the percentage of DUE bits reduces the percentage of both SDC

and unACE bits compared to the original application. This reduction in percentage of

unACE bits, combined with the increase in the execution time of SWIFT compared to the

unprotected application, indicates that SWIFT does worse than the unprotected code on

both metrics that comprise nMWTF using this definition of failure.

In both Figure 6.15 and Figure 6.16 the nMWTF of the SWIFTR code remains the

same because SWIFTR has no program halts from detection and therefore no DUE. For

both definitions of failure, and therefor in both figures, the nMWTF of SWIFTR is greater

than 1.0. For some benchmarks likeadpcmenc , the nMWTF is as high as 6.40x and

for others, like435.gromacs , is only 1.13x. For benchmarks with a low nMWTF, the

unprotected application is naturally resilient and the addition of the SWIFTR (or SWIFT)

transformation does not provide much added reliability. For435.gromacs , the percent-

age of unACE bits for the unprotected application is 95.14%. The SWIFTR transformation

does not have much room to improve the reliability. SWIFTR is able to bring the unACE

percentage to 98.46% but at a cost of 180% increase in execution time (normalized run-

time of 2.80x). This is in contrast to a benchmark likeadpcmenc which has an nMWTF

of 6.40x. The unprotected application has 73.46% of bits labeled as unACE and that is
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Figure 6.17: Normalized MWTF of CRAFT and CRAFTR where Failure is SDC
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Figure 6.18: Normalized MWTF of CRAFT and CRAFTR where Failure is SDC and DUE

increased to 97.09% with the SWIFTR transformation. This is done at a cost of 47%

increase in execution time (normalized runtime of 1.47x). The large increase in the per-

centage of unACE bits and small increase in normalized execution time results in a large

nMWTF. The SWIFTR transformation provides less overall reliability foradpcmenc than

for 435.gromacs (97.09% compared to 98.46%), but provides a large difference com-

pared to the unprotected versions foradpcmenc and does so with less performance cost

than435.gromacs (1.47x compared to 2.80x).

Figures 6.17 and 6.18 show the nMWTF for the CRAFT and CRAFTR techniques.

The nMWTF for these techniques follows the same trend as for the software-only tech-

niques. Depending on the definition of failure and whether it includes program halts due

to detection, the CRAFT or the CRAFTR technique produces a larger nMWTF. Like the

software-only techniques, in which detection is considered part of the definition of failure,
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Figure 6.19: Normalized MWTF of SWIFTR and CRAFTR where Failure is SDC

no applications with the CRAFT detection-only technique have an nMWTF greater than

1.0. Despite the reduced failure rate and improved performance of CRAFT over SWIFT,

for this definition of failure the reliability increase of the detection-only hybrid technique

is not worth the performance cost.

The hybrid nMWTF and the software nMWTF follow the same patters but differ in

magnitude. Recall that the hybrid techniques reduce the windows of vulnerability around

store and load instructions, thereby increasing reliability. The hybrid techniques also allow

for greater scheduling flexibility because the code contains fewer synchronizing points.

This allows for improved performance relative to the software-only techniques. The hybrid

techniques improve both the performance and reliability components of nMWTF and thus

realize a greater nMWTF than the software-only techniques.

For the recovery techniques, Figure 6.19 shows that the average nMWTF for the software-

only technique is 2.71x and the average nMWTF for the hybrid technique is 2.54x. This is

expected as the hybrid technique reduces the performance cost and increases reliability. As

can be seen in Figure 6.19, each application evaluated has a larger nMWTF for the hybrid

technique than for the software-only technique. These results reinforce the conclusion that

if the hardware for the hybrid technique is available, it is the most beneficial technique to

use.
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6.3 Comparison to Hardware-Only Techniques

Hardware-only redundancy techniques, such as lockstepping and RMT, typically have a

smaller performance penalty than software-only approaches. The RMT hardware technique

has been shown to suffer a 32% slowdown when compared to a non-redundant single-

threaded core and a 40% slowdown when compared to a non-redundant multi-threaded

core [32, 50]. These numbers correspond to normalized execution times of 1.47x and 1.67x,

respectively. Lockstepping techniques generally have worse performance than RMT and

a larger hardware cost, because techniques that execute in lock step have to validate after

each instruction rather than validating only when data can potentially corrupt memory as in

RMT (and hybrid) techniques. Although the techniques in this dissertation were evaluated

on an Intel Itanium 2 processor and the RMT implementation on a Compaq EV8 processor,

a comparison of the results is still meaningful and instructive. Normalized execution times

for CRAFT are similar to those for RMT. The hybrid techniques do benefit from the large

number of architectural registers in the Intel Itanium 2 architecture. The duplication of code

in the software level puts additional pressure on the architectural register file. Hardware

techniques like RMT are implemented at the microarchitectural level and have access to

the physical registers, which are often more abundant than architectural registers.

64



Chapter 7

Software Modulated Fault Tolerance

The software-only and hybrid techniques presented in this dissertation thus far increase the

application reliability without adding excessive execution time overhead. The software-

only and hybrid techniques are also advantageous because unlike other macro-redundancy

techniques, they are easily amenable to fine-grain tradeoffs between performance and re-

liability. The reliability benefit of these techniques can be easily configured to match the

requirements of the system. Native reliability of an application is one of the three charac-

teristics used when determining the most efficient configuration of reliability to use, and

is explained in Section 7.1. To find the optimal reliability configuration, the modulated

protection technique also monitors two other characteristics: changes to both the perfor-

mance and reliability when redundancy is added to an application. Sections 7.2 and 7.3,

respectively, describe differences in how the applications respond in term of performance

cost and reliability benefit when redundancy is added. Section 7.4 explicates the process of

analyzing the performance and reliability responses along with the native reliability of the

application to find an optimal reliability configuration. Finally, Section 7.5 reviews existing

research on partial and configurable transient fault protection.

The configurable fault tolerance technique proposed in this dissertation is Software

Modulated Fault Tolerance (SMFT). The reliability configurations and tradeoff are dictated
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by software decisions. During the code transformation process from an unprotected to

protected application, the compiler system decides how to modulate the fault protection

of each region. SMFT is easily applied to the SWIFT, SWIFTR, CRAFT, and CRAFTR

techniques because of the redundancy in software.

7.1 Variations in Failures for Unprotected Code

This section details the inherent variations in reliability of unprotected applications. Fig-

ure 6.7 shows the variations in application reliability for the range of benchmarks and

illustrates that the natural percentage of unACE bits in the application ranges from 72.46%

for adpcmenc to 95.14% for435.gromacs .

These variations form one of the key characteristics that are exploited when protecting

an application with configurable fault tolerance: certain applications are naturally more

reliable than others and may require less protection. For a given reliability specification,

some applications may be already within the reliability threshold, and thus it would be

unnecessary to apply the techniques to those applications. The extra room in the budget

can be spent on more unreliable applications or discarded for better performance.

Just as individual applications have a wide variety of natural fault resilience within an

application suite, individual regions within an application have a wide range of reliability.

Figures 7.1, 7.2, 7.3, and 7.4 show a breakdown of the region reliability for the applica-

tion jpegdec , 300.twolf , 433.milc , and445.gobmk , respectively. Each figure

shows the functions that comprise 95% of the application runtime and the corresponding

percentage of unACE bits. The percentage of unACE bits for the overall application is also

shown in each figure. These figures illustrate that the application’s reliability varies across

the different regions of the program. Whilejpegdec may have an average percentage

of unACE bits of 78.49%, significant regions within the benchmark range from 94.97% to

56.77%.

66



60

80

100

A
V
F
S
D
C
P
er
ce
n
ta
g
e

jp
eg
-fi
ll-
bi
t-b
uf
f e
r

-g
lo
ba
l-s
ta
tic
-2
4-
co
ns
um
e-
da
ta
-2
4-
19

-g
lo
ba
l-s
ta
tic
-3
3-
de
co
de
-m
cu
-A
C
-fi
rs
t-3
3-
18

-g
lo
ba
l-s
ta
tic
-2
5-
yc
c-
rg
b-
co
nv
er
t-2
5-
11

-g
lo
ba
l-s
ta
tic
-3
5-
h2
v2
-f
an
cy
-u
ps
am
pl
e-
35
-2
5

jp
eg
-id
ct
-is
lo
w

-g
lo
ba
l-s
ta
tic
-3
3-
de
co
de
-m
cu
-A
C
-r
efi
ne
-3
3-
20

B
en
ch
m
ar
kA
ve
ra
ge

Figure 7.1: Variations in Natural Reliability within thejpegdec Benchmark
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Figure 7.2: Variations in Natural Reliability within the300.twolf Benchmark
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Figure 7.3: Variations in Natural Reliability within the433.milc Benchmark
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Figure 7.4: Variations in Natural Reliability within the445.gobmk Benchmark
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Figure 7.5: Variations in Reliability Responses within thejpegdec Benchmark

Variations at the region or application level exist for a variety of reasons. The inherent

nature of the data access patterns can create higher or lower reliability. For example, data

that live in the register file for a long time are more susceptible. Other researchers have

noticed similar patters in other hardware structures and used this information to do intelli-

gent flushing and increase reliability [76]. As mentioned in Chapter 6, bit masking [33] and

programming factors such as Y-Branches [74] can also have significant effects on hiding

faults.

7.2 Variations in Reliability Responses

As there is a wide variety in natural reliability across and within applications, there is a

similar range in reliability after redundancy techniques are added. The reliability after the

technique has been applied compared to the unprotected application is referred to as the

reliability response. Figures 6.9 and 6.12 from the previous chapter illustrate the range in

reliability responses after the software-only and hybrid techniques are applied. A variety

in magnitude of reliability responses exists for all techniques including both software and
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Figure 7.6: Variations in Reliability Responses within the300.twolf Benchmark
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Figure 7.7: Variations in Reliability Responses within the433.milc Benchmark
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Figure 7.8: Variations in Reliability Responses within the445.gobmk Benchmark
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hybrid, and detection and recovery techniques. This variety is partly due to the diversity

of reliability of the native application. The benchmark435.gromacs , for example, has

a high native reliability with 95.14% of bits labeled unACE and the recovery technique is

able to increase it to 98.46% (3.32% increase).adpcmenc realizes a larger benefit, with

73.46% of bits labeled unACE before the code transformation to 97.09% after (23.63%

increase).

Similar to the variations in the native reliability, the reliability responses also vary

within an application. Figures 7.5, 7.6, 7.7, and 7.8 show the breakdown of application

reliability by region both before and after the SWIFTR technique is applied tojpegdec ,

300.twolf , 433.milc , and445.gobmk , respectively. Likewise, there are regions

within an application that greatly deviate from the benchmark average. The benchmark

average percentage of unACE bits before SWIFTR is 78.49% and increases to 97.66%,

but within the application, certain regions respond more favorably (39.60% change from

56.77% to 96.37%) and others respond less favorably (2.53% change from 94.97% to

97.50%) to the SWIFTR transformation. This reliability response should be considered

when deciding what components to protect, but often is not a factor in such decisions. The

variety in the reliability response helps determine the regions which would benefit most

from the particular technique. SMFT uses this reliability response when determining what

is most efficient to protect.

7.3 Variations in Performance Responses

Section 7.2 explored the variations in reliability responses both within and across appli-

cations. Similar variations are observed in the cost of the reliability techniques. Exe-

cution time after the technique has been applied relative to the unprotected application is

referred to as theperformance response. Figure 6.2 shows the performance response for the

SWIFTR technique across the range of applications. The varying performance responses
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Figure 7.9: Variations in Performance Responses within thejpegdec Benchmark
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Figure 7.10: Variations in Performance Responses within the300.twolf Benchmark
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Figure 7.11: Variations in Performance Responses within the433.milc Benchmark
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Figure 7.12: Variations in Performance Responses within the445.gobmk Benchmark
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of SWIFTR range from 1.19x for429.mcf to 2.80x for435.gromacs . Efficient de-

ployment of the reliability techniques depends upon knowledge of the magnitude of the

performance cost. s in the case of the reliability response, the performance response varies

for different applications as well as for different regions within an application. Figures

7.9, 7.10, 7.11, and 7.12 show the variety of inter-benchmark performance responses for

jpegdec , 300.twolf , 433.milc , and445.gobmk , respectively. Thejpegdec

benchmark has an average normalized execution time of 2.18x but regions within the ap-

plication range from 2.05x to 2.32x.

The variations in native reliability, reliability response, and performance response lead

to large inefficiencies if all applications or regions are treated with uniform protection.

SMFT takes advantage of these variations to apply reliability techniques where they will

be most effective, thus reducing the overall cost of increasing reliability.

7.4 Choosing Optimally Configured Protection for Specific

Constraints

SWIFT and CRAFT, while greatly reducing the number of undetected errors, may also be

controlled by software. This allows for precisely management of the level of performance

and reliability within a program. An instance of such a technique is SMFT, an algorithm

which uses a program’s reliability profile to fine-tune the tradeoff between protection and

performance. SMFT exploits the fact that regions of code differ intrinsically in terms of

reliability. Regions also differ in their natural robustness against transient faults and in

their response to various fault-detection schemes. For example, a region that computes

a large amount of dynamically dead or logically masked data will naturally mask many

transient faults and thus may not require much protection. On the other hand, a region that

is dominated by control flow and contains few dynamic instances of store instructions may

not need any protection for stores but may instead require large amounts of control-flow
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Figure 7.13: Precise Tradeoffs between Reliability and Performance with SMFT

checking.

In general, programs will exhibit a wide range of reliability behaviors. A one-size-

fits-all application of any given reliability technique will either be inefficient and over-

protect some regions, leave some regions unnecessarily vulnerable, or both. Customizing

the protection for each region to maximize the performance and reliability tradeoff is the

goal of the SMFT algorithm. By tailoring the reliability to the particular qualities of the

region in question, SMFT can obtain reliability comparable to any of the aforementioned

protection techniques while simultaneously improving performance.

Figure 7.13 shows four states in which a given region of configurability may exist. The

x-axis shows two different costs in term of protection and the y-axis shows two different

benefits received from the given reliability transformation. Although real systems have

more axes and more options per axis, this simple example illustrates the benefit of SMFT.

Previously, with macro-redundancy techniques, all four boxes were treated similarly, as

all regions were either simultaneously protected or unprotected. The power of modulated

fault tolerance is that it allows precise configurability for each of the boxes. Clearly, the

low-cost, high-benefit option (upper left) is one that should be protected and clearly the
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Figure 7.14: Reliability and Performance of Possible Protection Configurations for the
jpegdec Benchmark

high-cost, low-benefit option (lower right) is one that should not be protected. The other

two options are more ambiguous, thus decisions for those cases rely on user preferences.

SMFT operates under the supposition of the existence of a user-definedutility function.

This utility function should serve as a metric for how desirable a particular version of a

program is. Chapter 8 illustrates the reliability and performance for three classes of utility

functions: performance constraints, reliability constraints, and efficiency maximization.

However, SMFT can be easily extended to utility functions related to other factors such as

static size and power.

SMFT can enable tradeoffs between reliability and performance at fine granularities

thus maximizing reliability while minimizing the costs. As reviewed earlier, the SWIFT,

SWIFTR, CRAFT, and CRAFTR techniques tend to follow the same trends. The two

hybrid techniques show similar types of benefits over their respective software-only tech-

niques, and the two recovery techniques offer similar benefits over their respective detection-

only techniques. In the interest of clarity and detail, this dissertation focuses on the SWIFTR

technique when analyzing details about the configurability options. All of the techniques

benefit from SMFT, but the SWIFTR technique has the lowest barrier to use in that there is

no hardware requirement while creating the highest percentage of unACE bits.

Figures 7.14, 7.15, and 7.16 show a range of configurations for three different bench-

marks,jpegdec , 300.twolf , and255.vortex , respectively. These figures show the
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Figure 7.15: Reliability and Performance of Possible Protection Configurations for the
300.twolf Benchmark

0

2

4

6

A
V
F
S
D
C
P
er
ce
n
ta
g
e

1.00 1.25 1.50 1.75 2.00 2.25 2.50

Normalized Execution Time

Figure 7.16: Reliability and Performance of Possible Protection Configurations for the
255.vortex Benchmark
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normalized execution time on the x-axis and the AVFSDC for a variety of reliability con-

figurations on the y-axis for each benchmark. Notice that the left side of the x-axis is 1.00,

indicating the performance of the unprotected application. The right side of the x-axis is

the most expensive in term of performance and represents the full coverage SWIFTR ap-

proach. The configuration with a 1.00 normalized execution time and the largest AVFSDC is

the unprotected application, on the y-axis near the top of the figure. The configuration with

the highest normalized execution time and the lowest SDC is the full protection SWIFTR

technique, at the right edge of the x-axis. The points in the middle represent other decisions

for protecting verses leaving unprotected particular regions. The optimal position to be on

these figures is at the lower left corner, a configuration that has no additional performance

cost and an AVFSDC of 0.00% (full reliability). This configuration is often unattainable.

Notice that in Figure 7.14, the points form clusters and follow two basic lines. Clus-

tering is also very noticeable in Figures 7.15 and 7.16. In the last two figures, the clusters

correspond to the decisions of whether or not to protect a particular region. This region

in each of the benchmarks is important in terms of reliability, but also has a noticeable

protection cost. The configurations in the upper left cluster do not protect this region, thus

enabling better performance (left side of the figure) at the cost of greater AVFSDC (higher

on the figure). The configurations in the lower right all protect this region. Although the

scales for Figures 7.15 and 7.16 are different, with255.vortex having a smaller and

more reliable range for reliability, these benchmarks have the same pattern. This pattern is

also present in most of the benchmarks.

The clustering in Figure 7.14 is slightly different than the other benchmarks. There

are many four-point clusters that span a small vertical region but a large horizontal region.

These four points represent the two configurations (protected or unprotected) for two re-

gions. The small vertical change means that protecting the region does not provide much

benefit, but the larger horizontal spread means there is a noticeable performance cost. Leav-

ing these two regions unprotected is almost always beneficial. Also notice the pattern of
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Figure 7.17: Reliability and Performance for the Optimal Set of Configurations for the
jpegdec Benchmark
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Figure 7.18: Reliability and Performance for the Optimal Set of Configurations for the
300.twolf Benchmark

two configuration frontiers, which again represents the choice of protecting or leaving un-

protected one particular region. This region moves the configuration a significant amount

in term of performance cost but not much in terms of reliability and again, in most cases,

should be left unprotected.

Although all the points in the performance-reliability scatter plot figures are valid con-

figurations, there are a set of configurations which should never be chosen. That is, a

frontier line of configurations illustrates the optimal tradeoff between performance and

reliability, and only configurations on that frontier should be chosen. The particular con-

figuration on that frontier is still a function of the constraints and utility specified by the

user. Figures 7.17, 7.18, and 7.19 show all of the configurations as well as the frontier

line. The frontier line encompasses the configurations that exhibit the lowest AVFSDC for

any performance cost and the lowest performance cost for any reliability. They are on the
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Figure 7.19: Reliability and Performance for the Optimal Set of Configurations for the
255.vortex Benchmark

frontier of the lower left corner (the high reliability and low cost point). The subsequent

chapter of this dissertation will examine three constraints and explore the configurations

for the full range of benchmarks. The specific constraints determine which configuration

on the frontier line should be selected.

7.5 Relation to Prior Work

Researchers have proposed techniques that modify the RMT implementation to trade relia-

bility for performance [19], while others have proposed techniques that use a combination

of prediction with redundant execution to detect transient faults. These techniques use

deviations from highly predictable results to trigger redundant execution [49, 42]. Other

options for increasing reliability with low overhead include data scrubbing or periodic data

flushing in certain hardware structures [76, 6]. Data scrubbing forces any error that can be

corrected, via ECC for example, to be corrected and prevents single errors from accumu-

lating to a point where they can no longer be handled. Periodic flushing removes data from

hardware structures that have been unused for too long to eliminate possible faults in the

data from propagating to the rest of the system. This can be done with little overhead if

the flushed data can be easily re-computed. Previous work has explored protecting a subset

of the architectural registers [28, 78, 12] or protecting just a subset of data in a protected
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cache [30, 26].

While researchers are exploring the tradeoff between performance and reliability, most

look for large performance gains with minimal reliability reductions. This dissertation is

the first exploration of reliability/performance tradeoffs associated with varying the level

of protection and finding the most efficient means of protection. Previous techniques do

not consider the vulnerability of the unprotected application or the precise reliability and

performance responses to the reliability techniques. As reliability is becoming a larger

factor in processor development, there will be an increased focus on efficient techniques

that can be easily configured to balance reliability and performance considerations.
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Chapter 8

Evaluation of Configurable Protection

This chapter describes the quantitative evaluation of the SMFT configurable protection

technique by discussing three separate configurations. Section 8.1 illustrates the config-

urations when SMFT is set to optimize reliability for a given performance requirement.

Section 8.2 shows the decisions when SMFT is set to optimize performance for a reliability

requirement. Section 8.3 explains the tradeoffs when neither a performance nor reliability

constraint is given, but SMFT is set to optimize the tradeoff between both attributes.

8.1 Configurations with Performance Constraints

This section explicates the SMFT advantages when a specific performance constraint is

specified. For this version of the technique, an execution time increase of 50% was speci-

fied as the maximum acceptable performance penalty. The configurable protection should

maximize the reliability for the given application, but not exceed a 1.5x normalized execu-

tion time.

Figure 8.1 illustrates the performance of the configurable technique normalized to the

unprotected application. Notice that most of the normalized runtimes are within the per-

formance constraint of the configurable protection.254.gap has a normalized execution

time of 1.51x despite the profiling set to enable a 1.5x runtime. This is an example of
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Figure 8.1: Performance of SMFT with Performance Constraint
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Figure 8.2: Performance of SMFT with Performance Constraint Compared to SWIFTR

system variations slightly altering the final performance. If the 1.5x constraint was a strict

requirement, then the configuration for the SMFT technique should be set slightly lower

(45% for example) due to the possibility of system performance variations. To optimize

performance, this SMFT implementation aims for the exact constraint.

Figure 8.1 shows that some benchmarks, like056.ear , 429.mcf , 470.lbm , and

adpcmdec , have normalized execution times that are much less than the 1.5x constraint.

Figure 8.2 illustrates the SMFT performance compared with the full protection SWIFTR

performance. Notice that for429.mcf , both the SMFT and the SWIFTR performance are

less than 1.5x. For this benchmark, the SMFT decision is to protect the entire application

because even with full protection, the application fits within the performance limit. The

same decision is made foradpcmenc and129.compress , although both of those are

closer to the 1.5x limit. If the constraint were set to 1.25x, the429.mcf decision would
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Figure 8.3: Reliability of SMFT with Performance Constraint Compared to NOFT
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Figure 8.4: Reliability of SMFT with Performance Constraint Compared to NOFT and
SWIFTR

be the same, butadpcmenc and129.compress would have different configurations.

Figure 8.3 shows the reliability of the SMFT configurable technique compared with the

unprotected application. For the benchmarks mentioned before that have a very low per-

formance cost, including056.ear , 470.lbm , andadpcmdec , the reliability changes

leave a significant portion still as AVFSDC . Figure 8.2 illustrates, for these benchmarks,

that the cost of enabling full protection is higher than the performance constraint. Full

SWIFTR protection for056.ear , 470.lbm , andadpcmdec is 2.18x, 1.94x, and 1.65x,

respectively.
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Figure 8.4 illustrates the configurable technique compared with the SWIFTR technique.

For those benchmarks that could not afford full protection, Figure 8.4 shows their reduc-

tion in reliability. 470.lbm has 83.24% of bits labeled as unACE with the SMFT tech-

nique, which is between the 74.65% with the unprotected version and the 96.78% with

the SWIFTR version. SMFT could be configured to protect more, but that would violate

the performance constraint. Benchmarks like056.ear , 470.lbm , andadpcmdec have

performance costs much lower than 1.5x. These benchmarks were optimized for reliability

under the performance constraint, but each have a significant region that is both costly to

protect and important for reliability. Protecting this region would have pushed the overall

performance cost above 1.5x, hence SMFT did not protect it.

As mentioned before, benchmarks likeadpcmenc and129.compress were able to

provide full SWIFTR protection as shown by their performance cost in Figure 8.2. Fig-

ure 8.4 illustrates that the reliability of the SMFT technique is equivalent to the SWIFTR

technique, which is what is expected from applying SWIFTR to the entire application.

Other benchmarks, like188.ammp and253.perlbmk , have a performance cost of

very near the constraint (1.51x and 1.48x, respectively). These benchmarks were still able

able to provide protection for the critical regions of the application, as can be seen in

Figure 8.4. The percentage of unACE bits for these two benchmarks is very close to the

the percentage of full protection.

SMFT is able to generate protection configurations that obey a specific performance

constraint and maximize the reliability within that constraint. For some benchmarks, the

configurable reliability approaches that of the full protection technique.

8.2 Configurations with Reliability Constraints

This section explores the SMFT technique when a specific reliability constraint is provided

rather than a performance constraint. Figure 8.5 shows this SMFT performance normalized
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Figure 8.5: Performance of SMFT with Reliability Constraint Compared to SWIFTR
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Figure 8.6: Reliability of SMFT with Reliability Constraint Compared to NOFT and
SWIFTR

to the unprotected application in addition to the SWIFTR performance for comparison.

Figure 8.6 illustrates the reliability of this SMFT technique as well as the unprotected and

SWIFTR versions for comparison.

SMFT was able to find a configuration that fit within the 5% AVFSDC limit for each

benchmark. Some benchmarks, likeepicdec with 4.97% and435.gromacs with

4.89%, have configurations that use practically all of the reliability budget. The435.gromacs

case is unique because the natural reliability of the application is 4.86%. This is within the

limits of the constraint. The configuration for435.gromacs does not protect any of the

application. This is illustrated by Figure 8.5, which shows a normalized runtime of 1.01x

for 435.gromacs .
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The SMFT configuration forepicdec has an AVFSDC of 4.97% whereas the SWIFTR

technique has an AVFSDC of 2.23%. Since the constraint was 5.00%,epicdec is still

within the constraint. As can be seen in Figure 8.5, the SMFT technique has better perfor-

mance than the full SWIFTR technique. SMFT has a normalized runtime of 1.26x while

the SWIFTR technique has a normalized runtime of 1.95x. This performance savings is

a result of augmenting the coverage to forfeit 2.5% of AVFSDC to save 0.69x normalized

runtime in performance.

433.milc explicates another clear example of this tradeoff. This benchmark modu-

lated the performance cost from 1.69x for full protection to 1.55x for SMFT protection (a

small 0.14x performance savings).433.milc is able to find a configuration that gives a

modest savings, but is still able to provide protection. The SMFT configuration is within the

AVFSDC constraint with 4.58%, but this is worse than the 2.6% AVFSDC of the SWIFTR

technique. SMFT is able to find the configurations that minimize execution time while still

remaining within the reliability budget, thus efficiently protecting the application while

conforming to the user specifications.

8.3 Optimizing the Tradeoff between Protection and Reli-

ability

This section describes the modulations made to reliability protection when the SMFT tech-

nique was not given a specific reliability or performance constraint, but was tasked with

finding the most efficient protection for each application.

Figures 8.7 and 8.8 show the performance and reliability of the globally optimizing

SMFT technique compared with the software-only recovery technique. Notice in Figure 8.7

that the performance of SMFT is sometimes close to SWIFT and sometimes close to the

unprotected application. For429.mcf , the SMFT performance is closely aligned with the

SWIFTR performance. This is not surprising as the SWIFTR performance cost is low and
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Figure 8.7: Performance of Optimized SMFT Compared to SWIFTR
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Figure 8.8: Reliability of Optimized SMFT Compared to NOFT and SWIFTR

the reliability benefit is high. The SMFT technique also follows the SWIFTR technique

for other costly benchmarks likeepicenc andjpegdec . The SMFT performance cost

is high for these techniques, at 1.71x and 1.92x, respectively. For other benchmarks like

130.li , 435.gromacs , and470.lbm , the performance deviates from the SWIFTR

technique.

The reliability consequences of the optimizing technique can be seen in Figure 8.8.

As expected, for the benchmarks where performance closely mirrors the SWIFTR tech-

nique, the reliability is also similar. For429.mcf , the AVFSDC for SMFT is 2.05% and

for the full SWIFTR reliability is 1.98%. For some benchmarks that do not closely fol-

low the performance cost of SWIFTR, like470.lbm , the reliability benefit is less than
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Figure 8.9: Normalized MWTF of Optimized SMFT Compared to SWIFTR

that of SWIFTR. The SMFT AVFSDC is 5.70% while the SWIFTR AVFSDC is 3.23%.

These benchmarks make a precise tradeoff between performance and reliability. Although

435.gromacs does not mirror the performance cost of SWIFTR, the SMFT reliability

is much closer to the full protection. Recall that435.gromacs is inherently more reli-

able than most benchmarks. The SMFT AVFSDC is 1.91%, which is close to the SWIFTR

AVFSDC of 1.53%.

Figures 8.7 and 8.8 show the performance and reliability evaluation of the config-

urable technique and for some benchmarks, the SMFT configuration closely follows the

SWIFTR configuration while for others it followed the unprotected configuration. This

unconstrained SMFT configuration was optimizing for efficient reliability, and specifically

MWTF. Figure 8.9 illustrates the MWTF for the SMFT technique normalized to the unpro-

tected application, as well as the nMWTF for the full protection SWIFTR configuration.

The x-axis is positioned at an nMWTF value of 1.0, representing the unprotected applica-

tion.

The SMFT configuration is able to increase the nMWTF of the benchmark suite from

2.99x, up from 2.71x for the SWIFTR technique, by removing protection for the regions

that cost too much in terms of performance without providing a corresponding increase in

reliability. For some benchmarks, likeadpcmenc andadpcmdec , the modulated tech-

nique is only able to find a configuration that is slightly (0.02x) better than the SWIFTR
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technique. For other benchmarks, like183.equake and132.ijpeg , SMFT is able

to find a configuration that noticeably increases the MWTF.183.equake increases from

5.05x to 6.01x and132.ijpeg increases from 3.83x to 4.62x.130.li and435.gromacs

have a SWIFTR nMWTF of only 0.13x and 0.14x, respectively, compared to the unpro-

tected application. As reviewed in Section 6.2.2, the SWIFTR technique provides very

efficient protection for these benchmarks. The SMFT configuration is able to increase the

nMWTF to 1.57x and 2.21x for130.li and435.gromacs , respectively, demonstrating

a clear benefit over the unprotected application.

When free to tradeoff performance and reliability, SMFT is able to optimize for protec-

tion efficiency. This SMFT configuration can have a range of performance and reliability

responses, but the efficiency, as measured but the nMWTF, is never reduced.
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Chapter 9

Future Directions and Conclusions

This dissertation introduced reliability techniques that mitigate the effects of transient faults

and enable configurable protection, along with methods to use precise configuration to

provide efficient increases in reliability. This chapter discusses potential avenues of future

research in Section 9.1 and conclusions based on the work in this dissertation in Section 9.2.

9.1 Future Directions

Potential future research directions based on the contributions of this dissertation stem from

both the static and configurable methods of protection. The software-only and hybrid tech-

niques proposed in this dissertation are all compiled without the need for multiple threads

of execution. These reliability techniques can be adapted to multi-threaded and multi-core

architectures. Related work has been published that extends hardware reliability techniques

in this manner [32, 18] and work has already been conducted for software-only techniques

[73]. This move to multi-threaded protection can take advantage of the growing trend of

manufacturing multiple processor cores per chip. Also, software-only and hybrid imple-

mentations can take advantage of traditional type theory to formally prove which values

are protected for a given fault model. Preliminary research in this area has already been

conducted and has proven the reliability properties of a hybrid detection implementation
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similar to CRAFT [43].

In the future, it may be possible to measure or predict the reliability of a processor in

real time. This would allow for dynamic changes to the reliability requirements and corre-

sponding redundancy levels of the system needed to keep the application and processor ex-

ecuting correctly. Recent research has attempted to predict the AVF from easier-to-measure

metrics such as IPC [16, 34, 72]. When combined with modulated fault tolerance, these

techniques can be used to dynamically determine which configurations should be used to

minimize execution time while still respecting the reliability requirements.

9.2 Conclusions

As transient faults become more prevalent, techniques which can provide the most pro-

tection within the reliability budget will become a critical requirement. Finding efficient

techniques will support the trend of increased computational power with each processor

generation. To this end, this dissertation introduced four techniques which enable tran-

sient fault protection with little to no hardware additions. It also introduced a method for

configuring those techniques to provide efficient protection tailored to the reliability or

performance constraints of the system.

This dissertation presented four transient fault protection techniques that have minor or

nonexistent hardware requirements. The software-only fault protection techniques reduce

the AVFSDC from 13.56% to 2.39% and 2.74% for the detection-only SWIFT and recovery

SWIFTR implementations, respectively. The advantages of the SWIFTR recovery tech-

nique are illustrated via the the percentage of bits labeled as unACE. SWIFTR increases

the percentage of bits that do not cause program termination from 86.43% to 97.26%. These

techniques are also advantageous as they can be easily deployed to existing systems. Al-

though traditionally software-only techniques have been expensive to implement, SWIFT

and SWIFTR increase the execution time, on average, by only 54% and 78%, respectively.
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This dissertation also introduced two hybrid fault protection techniques, CRAFT and

CRAFTR. These techniques require small hardware additions and thus lose some of the

benefit of deployment of the software techniques, but they provide higher reliability and

improved performance. The CRAFT hybrid detection technique increases the execution

time by 43% and reduces the AVFSDC to 1.75%. The CRAFTR hybrid recovery technique

increases the execution time by 68% and reduces the AVFSDC to 2.23%. The CRAFTR

technique increases the percentage of bits that do not cause program termination to 97.76%.

These techniques, in addition to providing alternatives to traditional hardware-only re-

liability techniques, can be precisely tuned via the configurable protection technique pro-

posed in this dissertation, SMFT. SMFT provides maximally efficient protection, as it can

be used to protect only those regions that can efficiently apply the reliability transforma-

tion, thereby saving unnecessary performance losses. This dissertation illustrated how,

when configured for efficiency, SMFT can increase the nMWTF by 28%. When config-

ured for a specific execution time constraint of 1.5x, SMFT is able to provide 98% of the

reliability of full protection. When SMFT is configured to only allow a 5% AVFSDC , it

is able to optimize for that constraint with only a 0.31x reduction in normalized execution

time.

This dissertation introduced a range of fault protection techniques, from software-only

techniques that provide protection and ease of deployment to hybrid techniques that pro-

vide improved protection and performance at the cost of minor hardware additions. This

dissertation presented both detection-only and recovery implementation for the software-

only and hybrid techniques. Finally, this dissertation introduced the first technique with

the ability to precisely configure the reliability and performance of a program at a fine

granularity using information about the native reliability of the application in conjunction

with the performance and reliability responses of the reliability technique. Such config-

urable protection allows for efficient reliability, which will be necessary as fault tolerance

becomes a first order design concern for computer architects.
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